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Preface 

In my initial years as a student, I used to run to the library at every possible instance to grab a book and learn 
something new. Books were my primary source of knowledge and I would not have come such a long way without 
all that I learnt from them. Thus, when I was approached to edit this book; I became understandably nostalgic. 
It was an absolute honor to be considered worthy of guiding the current generation as well as those to come. I put 
all my knowledge and hard work into making this book most beneficial for its readers.

The increase in transportation systems has fueled the growth of traffic engineering. Traffic safety, counter-measures 
for road traffic accidents, etc. are some of the important areas wherein the focus of transport planning and traffic 
engineering lie. This book attempts to understand the multiple branches that fall under the discipline of traffic 
engineering and how such concepts have practical applications in the modern times. Included in this book are 
elucidations on important topics like traffic planning, control and management, traffic and transport safety, traffic 
policies, urban transit systems, traffic information engineering and control, etc. Students, researchers, experts and 
all associated with traffic and transportation engineering and allied branches of engineering will benefit alike 
from this book.

I wish to thank my publisher for supporting me at every step. I would also like to thank all the authors who have 
contributed their researches in this book. I hope this book will be a valuable contribution to the progress of the field.

Editor
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Road traffic congestion measurement considering impacts
on travelers

Liang Ye • Ying Hui • Dongyuan Yang

Abstract The article intends to find a method to quantify

traffic congestion’s impacts on travelers to help transpor-

tation planners and policy decision makers well understand

congestion situations. Three new congestion indicators,

including transportation environment satisfaction (TES),

travel time satisfaction (TTS), and traffic congestion fre-

quency and feeling (TCFF), are defined to estimate urban

traffic congestion based on travelers’ feelings. Data of

travelers’ attitude about congestion and trip information

were collected from a survey in Shanghai, China. Based on

the survey data, we estimated the value of the three indi-

cators. Then, the principal components analysis was used

to derive a small number of linear combinations of a set of

variables to estimate the whole congestion status. A linear

regression model was used to find out the significant

variables which impact respondents’ feelings. Two ordered

logit models were used to select significant variables of

TES and TTS. Attitudinal factor variables were also used

in these models. The results show that attitudinal factor

variables and cluster category variables are as important as

sociodemographic variables in the models. Using the three

congestion indicators, the government can collect travelers’

feeling about traffic congestion and estimate the transpor-

tation policy that might be applied to cope with traffic

congestion.

Keywords Traffic congestion indicator � Attitudinal

factor variable � Linear regression model � Ordered logit

model

1 Introduction

Traffic congestion is one of the worst problems in China,

especially in those metropolises, such as Shanghai, Beijing,

and Shenzhen. After long-time struggling with traffic

congestion, most of researchers realize it is not easy to

eliminate congestion but it is possible to relieve it. A

number of traffic congestion studies [1–3] focused on

improving transportation system but not transportation

users’ feelings. Presently, more and more researchers [4, 5]

realize that it is not enough to just study transportation

system capacity, and transportation users’ feelings and

reactions are also important to decide how to relieve traffic

congestion. It is an important point to know transportation

users’ feelings and reactions about urban road traffic con-

gestion, which can help decision makers to make more

efficient and useful policies and strategies. A method

should be found to quantify traffic congestion’s impacts on

travelers to help transportation planners and policy deci-

sion makers well understand congestion situations standing

on travelers’ side. Some prior studies [6, 7] revealed that

traffic conditions especially traffic congestion may impact

people’s travel-related decisions and behaviors.

Under this background, we study the traffic congestion

impacts on travelers and their reactions to congestion. A

random sampling survey was taken in Shanghai, China

during August 1st to August 31st in 2009 to collect data for

this research, including transportation users’ attitudes about

road traffic congestion, baseline transportation character-

istics of transportation users, their reactions to traffic
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congestion and sociodemographics. Totally, 274 valid

samples were collected, covering most of districts of

Shanghai.

In order to quantify traffic congestion impacts, we found

a way to evaluate the service level of transportation system.

It is a hotspot to study traffic congestion relieving policies

in China. Most of these studies focus on seeking sources of

congestion and qualitative analysis of policies to relieve

congestion. However, study on quantitative indicators for

congestion impacts is as important as study on congestion-

estimating policies. Study of traffic congestion impacts on

travelers and their reactions can provide some supports for

setting the target of urban transportation system service

level, also for choosing congestion policies.

Three travelers’ feeling indicators, namely, transportation

environment satisfaction (TES), traffic congestion feeling and

frequency (TCFF), and travel time satisfaction (TTS) were

selected to quantify congestion impacts on travelers. The

‘‘likert-type scale’’ is used to get data of TES and TTS. A series

of questions were asked to get the information of travelers’

feelings and the frequency they suffer congestion in a typical

month about 9 traffic congestion situations which were

designed based on previous studies and our hypothesis. A

merged indicator was created based on both travelers’ feelings

and frequency they met from the nine congestion situations

using factor analysis. Ordered logit models and linear

regressive model were set up to analyze impact factors of the

three indicators, respectively.

The remainder of the article is organized as follows.

Section 2 briefly reviews previous related research. Sec-

tion 3 describes the data collection and survey contents in

this study. Then Sect. 4 presents the reason for select the

three traffic congestion indicators and their values in

Shanghai, China. Models were built to analyze the impact

factors of each indicator in Sect. 5. Finally, Sect. 6 sum-

marizes the study and suggests future research directions.

2 Literature review

Definitions of traffic congestion could differ with different

organizations and purposes. The Federal Highway

Administration [8] defines traffic congestion as ‘‘the level

at which transportation system performance is no longer

acceptable due to traffic interference.’’ They also state that

‘‘the level of system performance may vary by type of

transportation facility, geographic location (metropolitan

area or sub-area, rural area), and/or time of day.’’ The

regional council of governments in Tulsa, Oklahoma [1]

defines congestion as ‘‘travel time or delay in excess of that

normally incurred under light or free-flow travel condi-

tions.’’ In Minnesota [8], when the traffic speed is below

45 mph in peak hours, freeway congestion could be

defined. Michigan also defines freeway congestion using

level of service.

By user expectation, ‘‘unacceptable congestion’’ was

defined using travel time in excess of an agreed-upon norm,

which might vary by type of transportation facility, travel

mode, geographic location, and time of day. Lomax et al. [9]

realized that ‘‘A key aspect of a congestion management

strategy is identifying the level of ‘acceptable’ congestion

and developing plans and programs to achieve that target.’’

Pisarski [10] used the U.S. Census data to conduct the

commuting patterns, and defined the unacceptable conges-

tion as ‘‘if less than half of the population can commute to

work in less than 20 min or if more than 10 % of the popu-

lation can commute to work in more than 60 min.’’ The

Metropolitan Washington Council of Governments [11]

developed a ‘‘user satisfaction’’ transportation system per-

formance measure based on acceptable travel time and delay.

The measure incorporated a set of curves that show the

percentage of users satisfied for a given trip length and time.

Some more studies about traffic congestion indicators

are listed in Table 1. In those studies, we can find that most

of traffic congestion indicators are focused on transporta-

tion capacity, travel time, delay, travel speed, et al., which

could be classified as transportation system performance

indicators. A few indicators are based on user expectation

and satisfaction, which concern users’ acceptable travel

time or delay.

Attitude data analysis in travel behavior researches were

started from 1970s, and became more popular ever since [12].

Attitudinal surveys provide a means for measuring the impor-

tance of qualitative factors in travel behavior. Factor analysis

was often used to collapse the questions into a smaller set of

factors as explanatory variables in travel behavioral models

[13]. A significant amount of studies used factor analysis,

cluster analysis, and discrete model to study traveler’s behavior

under specific situations or policies. Redmond [14] used factor

analysis to identify the fundamental dimensions of attitude,

personality, and lifestyle characteristics; then used cluster

analysis to group respondents with similar profiles. Mokhtarian

[15] used the discrete model to describe the choice of increasing

transit use during the Fix I-5 project. She also used the discrete

model to estimate the preference to telecommute from home

[16]. Factor analysis is performed on two groups of attitudinal

questions, identifying a total of 17 factors in that article.

3 Data collection and survey

3.1 Data collection

A random sampling household survey was taken in

Shanghai during August 1st to August 31st in 2009 to

collect data for this research. The data were collected from

2 Traffic Engineering and Transport Planning
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a mixed internet-based survey and mail survey in Shanghai.

We sent 15,000 letters by mails to invite people taking part

into the survey, and the survey website link was provided

in the letter for those who were willing to attend the survey

by internet. We also provided four ways for people to ask

for the paper questionnaires: our survey service phone

number, email address, text message to cell phone, and

mail back the postcard which is paid by us. Totally, 274

valid samples were collected, covering most of districts of

Shanghai, including 233 internet-based respondents and 21

paper questionnaire-based respondents.

Table 2 presents the sample statistics for some selected

characteristics. A majority of the respondents (59 %) are

less than 40 years old; 79 % respondents’ education level

is higher than high school graduate; company employees

form the largest part in whole respondents, the proportion

is 45 %; more respondents (34.4 %) have an annual

income of 60,000–119,999 Yuan.

3.2 Survey contents

There are six parts in the survey:

Part A collects respondents’ characteristics and attitudes,

including satisfaction about current life, the city and

neighborhood, the transportation system, personal charac-

teristics, and general attitudinal statements.

Part B offers attitudinal statements to seek transporta-

tion-related attitudes under the traffic congestion.

Part C collects the information about most frequent trips

of respondents, including trip purpose, travel mode, trip

OD, departure time, frequency, and feeling about different

traffic congestion statements.

Part D collects the general trip information of respon-

dents, including trip purpose, travel mode, and total travel

time per week.

Part E explores the active choices and reactions to traffic

congestion.

Table 1 Traffic congestion indicators in different research

Author/

organization

Years Purpose Indicators Note

Texas

transportation

institute [11]

2007 Used in both the public and

private sectors as a means of

communicating the congestion

trends in the larger U.S. urban

areas

Roadway congestion index (RCI) The RCI is an empirically derived

formula that combines the indicator

of urban area daily vehicle

kilometers of travel (DVKT) per

lane of roadway for both freeways

and principal arterial streets

Chicago’s

freeway

management

system [11]

1996 Quantify freeway congestion Lane occupancy rates Using lane occupancy rates requires

the installation of a freeway detector

network

The metropolitan

Washington

council of

governments

[11]

1996 Measure transportation system

performance based on

acceptable travel time and delay

User satisfaction The measure incorporates a set of

curves that show the percentage of

users satisfied for a given trip length

and time

Herbertlevinson,

timothyj.

lomax [11]

1996 Consistent with the myriad

analytical requirements

Delay rate index (DRI) DRI combines the beneficial effects

of using travel time and speed data

with the ability to relate congestion

and mobility information

Highway

capacity

manual [9, 11]

1985 Reflect traffic volume counts and

peaking, roadway

characteristics, and traffic signal

timing

Level-of-service (LOS) The LOS is defined in terms of

density for freeways, average

stopped delay for intersections, and

average speed for arterials

Department of

Transportation

in UK [17]

2001 To well understand congestion

and cope with it

Extra time taken compared with free-

flow time risk of serious delay

average speed on different road

types amount of Time stationaryor

less than 10 mph

Four measures people would find

most helpful to measure congestion

by publish information

The federal

highway

administration

(FHWA) [3, 8]

2005 To measure travel time in a

mobility monitoring program

Travel time index average duration of

congested travel per day (hours)

buffer index

They are trying to answer a mobility

question: ‘‘how easy is it to move

around?’’ and a reliability

question’’: how much does the ease

of movement vary?’’

3Road traffic congestion measurement considering impacts on travelers
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Part F collects information on sociodemographic char-

acteristics, including age, gender, income, occupation, and

education.

4 Road traffic congestion indicators based

on the impacts by travelers

4.1 Road traffic congestion indicators selection

Based on previous studies [9, 18] and our hypothesis, three

traffic congestion indicators based on the impacts by

travelers were created in this article. They are

(1) TES. This indicator presents people’s satisfaction of

total transportation environment, not only for evalu-

ating traffic congestion. However, we can set it as an

indicator to show situations at the macro-level about

transportation system.

(2) TCFF. It is a new indicator created by the author to

present travelers’ feelings of different traffic conges-

tion situations by considering both frequency of

congestion happening and travelers’ feelings about

the congestion. In our survey, we designed nine

congestion situations1 to present congestions in our

daily life. TCFF integrated these 9 situations.

(3) TTS. It is a popular indicator in some previous studies

based on traveler’s feelings. In our survey, we also

asked a question for traveler’s satisfaction of their

travel time. This indicator was also used to present

travelers’ particular feelings of travel time.

4.2 The value of congestion indicators in Shanghai,

China

A question was asked in our survey about the TES: ‘‘How

satisfied do you feel with your current life,…, and the

transportation system?’’ One statement is ‘‘Travel envi-

ronment in the city.’’ The options are ‘‘Not satisfied at all,’’

‘‘Not satisfied,’’ ‘‘Slightly satisfied,’’ ‘‘Moderately satis-

fied,’’ and ‘‘Extremely satisfied.’’ About 30 % respondents

presented their dissatisfaction of transportation environ-

ment, and 24 % respondents felt satisfied. The following

question was asked about the TTS: ‘‘Are you satisfied with

your usual travel time for your most frequent trips?’’ The

options are the same as the former one. The information of

travelers’ most frequent trips were required. The most

frequent trips could be a trip from home to work (or work

to home), or a non-work trip, but it should always have the

same trip purpose and the same (single) origin and desti-

nation. The reason to ask for the most frequent trips

information is that, we want to get more exact information

like departure time, trip origin, and destination for a special

trip which will not change by different purpose or trip

distance. And the most frequent trip will be the most

familiar trip in travelers’ daily trips which impact them

most. For this question, about 20 % respondents report that

Table 2 Selected characteristics of the sample

Characteristic Number

of cases

Percentage

(%)

Sample

sizes

Number of females 133 48.9 272

Age group

16–20 years old 29 10.7 272

21–30 years old 106 39.0

31–40 years old 54 20.0

41–50 years old 33 12.1

[50 years old 50 18.4

Education background

Doctoral degree 7 2.6 274

Master’s degree 23 8.4

Four-year college, university,

or technical school graduate

115 42.0

Some college or technical

school

71 25.9

High school graduate 29 10.6

Some grade or high school 18 6.6

Other 11 4.0

Occupation

Officer 28 10.2 274

Company employee 123 44.9

Student 44 16.1

Business man 6 2.2

Teacher 14 5.1

Retiree 30 10.9

Production/construction/crafts 16 5.8

Other 13 4.8

Annual household income

Less than 24,999 yuan 32 11.7 273

25,000–59,999 yuan 76 27.8

60,000–119,999 yuan 94 34.4

120,000–249,999 yuan 59 21.6

250,000–399,999 yuan 8 2.9

400,000–599,999 yuan 1 0.4

600,000 yuan or more 3 1.1

1 9 congestion situations: (a) You are delayed about 30 min because

of traffic congestion; (b) The traffic you are in basically stops for

more than 5 min because of traffic congestion; (c) The traffic you are

in always stops but restarts soon; (d) Your speed is slower than a

bicycle; (e) Although you can move smoothly, the road is full of

vehicles and people; (f) The trip takes longer than you expected; (g) It

takes at least two green lights before you can get through the

intersection; (h) You can’t estimate travel time because of traffic

congestion; (i) You are stacked behind people who are slower than

you like.

4 Traffic Engineering and Transport Planning
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they are satisfied or unsatisfied with their travel time for the

most frequent trips, respectively.

TCFF is a new indicator which was not designed directly in

the questionnaire. Instead, we set a series of situations (see the

footnote on the last page) to describe traffic congestion, and

ask for the frequency respondents meet the similar situation in

a typical month, and how it makes them feel. Even if a certain

event never happens, the respondent would be also asked to

image the feeling. The statistical results indicate that most

respondents (76.2 %) feel moderately bad or extremely bad

when they are delayed about 30 min because of traffic con-

gestion, which is consistent with the previous study results of

Al-Mosaind [19]. However, in Shanghai, 14.3 % of respon-

dents indicate that they meet this kind of situation more than

once a week in a typical month. The situations that the speed is

slower than a bicycle and cannot estimate travel time because

of traffic congestion are the following two events which make

respondents feel moderately bad or extremely bad, about

67.5 % and 66.7 % respectively. 24 % and 26 % of respon-

dents said that they meet these two situations more than once a

week in a typical month. The frequencies of the situations such

as that taking at least two green lights to get through the

intersection, being stacked by slower people, and travel time

being longer than expected occur more often than other situ-

ations. More than 40 % of respondents suffered these three

situations more than once a week in a typical month.

We hypothesize that the frequency of a congestion sit-

uation will impact travelers’ integrate feeling about con-

gestion. In other words, if two travelers have the same

feeling to one congestion situation itself, such as slightly

bad, but one traveler suffers it once a week and another one

just meet it once a month, we assume that the traveler who

suffers more often would feel worse than the low frequency

one in their true life. Therefore, we set a integrate index to

describe this relationship which we call as TCFF. The

formula of TCFF is as follows:

TCFF = Traffic congestion frequency 9 Traveler’s

feeling

In order to calculate the index, in this study, we trans-

ferred the survey options of frequency to the exact number

of value:

‘‘Never’’ ? 0 per month;

‘‘Less than once a month’’ ? 0.5 per month;

‘‘1–3 times a month’’ ? 2 per month;

‘‘1–2 times a week’’ ? 6 per month;

‘‘3–4 times a week’’ ? 14 per month;

‘‘5 or more times a week’’ ? 20 per month.

At the same time, we set the value of travelers’ feeling

as

‘‘Not a problem’’ ? 0;

‘‘Slightly bad’’ ? 1;

‘‘Moderately bad’’ ? 2;

‘‘Extremely bad’’ ? 3.

After calculated, the average value of TCFF is shown in

Fig. 1. The value of the situation that traffic flow always

stops is the highest one (10.66) in the 9 congestion situations,

with high share rate of respondents who suffered it more than

once a week and feeling moderately or extremely bad.

TCFF is a kind of indicator that combines the frequency

of respondents suffered congestion and their feeling. It

presents the real and integrated feeling of congestion sit-

uations in the true life. The value of this index can be used

to evaluate travelers’ feeling and their experiences of traffic

congestion.

5 Models of road traffic congestion indicators

5.1 Methodology and variables

5.1.1 Methodology

The purpose of this study is to estimate how traffic con-

gestion impacts travelers’ feeling. The relationship of

congestion indicators and impact factors needs to be

studied through models to help understand which make

travelers feel bad or not. As the type of data for TES and

TTS are ordered data, the ordered logit model is selected to

analyze the relationship between impact factors and indi-

cators. The linear regression (LR) model is used for TCFF

calculation.

5.1.2 Dependent variables

Two dependent variables—TES and TTS—are created from

the survey question which asks ‘‘How satisfied do you feel

with your current life,…, and the transportation system?’’

One statement is ‘‘Travel environment in the city.’’ And the

question asks ‘‘Are you satisfied with your usual travel time

for your most frequent trips?’’ The options are the same:

‘‘Not satisfied at all,’’ ‘‘Not satisfied,’’ ‘‘Slightly satisfied,’’

‘‘Moderately satisfied,’’ and ‘‘Extremely satisfied.’’

The dependent variable of TCFF model is calculated

from the integrated value of the index in 9 congestion

situations. The factor analysis is used to obtain the inte-

grated value by setting just one factor number. The 9

congestion situations can be set as 9 statements in factor

analysis after the value of statements are standardized by

dividing 10 (from 0–60 to 0–6). The principal components

analysis (PCA) is used in this study to derive a small

number of linear combinations of a set of variables that

retain as much of the information in the original variables

as possible, using the SPSS statistical software package.

For the result, the main factor explained 62 % of the total

variance in the statements which could be seemed as a high

value and able to present most of information for those

5Road traffic congestion measurement considering impacts on travelers
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variables [20]. The factor score was used in the subsequent

model as the dependent variable.

5.1.3 Explanatory variables

Based on literature review and previous empirical studies

[2, 6, 9, 15, 19, 21–23], the explanatory variables obtained

from the survey fall into five main categories, each

described as below.

General attitude and transportation-related attitude: in

survey Part A and Part B, we asked a series of general

attitude and transportation-related attitude statements on a

5-point scale from ‘‘strongly disagree’’ (1) to ‘‘strongly

agree’’ (5). Common factor analysis was used to extract the

4 general attitude factors and 6 transportation-related atti-

tude factors. Table 3 presents the factor loadings by gen-

eral attitudinal statements, and Table 4 presents the factor

loading by transportation-related attitudinal statements.

General attitude and transportation-related attitude

cluster variables: a cluster analysis was used to classify the

categories of respondents based on their general attitudinal

factors and transportation-related attitudinal factors. We

produced solutions for predefined cluster numbers of 2 and

3. For the criteria of interpretability and maintenance of

statistically robust segment sizes, we selected the two-

cluster solution. Table 5 presents the cluster results for

each of them.

Baseline travel characteristics: Part C and Part D of the

survey collected the information of respondents about their

general trips and the most frequent trips including trip

purpose, travel mode, travel time, and so on.

Other traffic congestion indicators: other traffic con-

gestion indicators were added to estimate the relationship

between them and the dependent variable.

Sociodemographic characteristics: Part F of the survey

captured an extensive list of sociodemographic variables

such as gender, age, educational background, household

income, household size, and so on.

5.2 Model results

5.2.1 TES model results

Due to missing data, the final TES model (Table 6) has 239

respondents. The q2 goodness-of-fit measure [24] with the

market-share model as base is 0.145, which shows that the

true explanatory variables add 0.145 to the goodness-of-fit.

Nine variables besides the constant are retained in the

model: three sociodemographic variables, three additional

factors, and three other congestion indicators.

Three sociodemographic variables are gender, owning

the current residence, and annual household income.

Women are more likely to be satisfied with transportation

environment than men, which could be explained using

0 0.2 0.4 0.6 0.8

0 2 4 6 8 10 12

You are delayed about 30 minutes because of traffic 
congestion.

The traffic you are in basically stops for more than 5 minutes 
because of traffic congestion.

The traffic you are in always stops but restarts soon.

Your speed is slower than a bicycle.

Although you can move smoothly, the road is full of vehicles 
and people.

The trip takes longer than you expected.

It takes at least two green lights before you can get through 
the intersection.

You can't estimate travel time because of traffic congestion.

You are stacked behind people who are slower than you like.

Rate

Average value of the TCFF

average value of the TCFF feeling frequency

Fig. 1 Average value of TCFF and share rate of respondents for congestion frequency and feeling. Note The ‘‘frequency’’ bar presents the share

rate of respondents who suffered the situation more than once a week week; the ‘‘feeling’’ bar presents the share rate of respondents whose

feeling to the situation is moderately bad or extremely bad
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results of the previous study of Mokhtarian [15] that

women are easier to adjust themselves to the external

changes. Respondents who own the current residence are

more likely to be satisfied with transportation environment,

for they may have more acceptances with the city when

they decided to buy the house or apartment. Respondents

with higher income show their less satisfaction with

transportation environment. Maybe it is because people

with more money will have higher requirements to the city.

We got attitudinal factors from a series of statements

using factor analysis, and more details could be seen in the

author’s another article [25]. Three significant attitudinal

factors are hates wasting time, contend with travel condi-

tions, and dislikes travel. It is easy to understand that

people who hate wasting time will be more likely to feel

dissatisfied with transportation when they are stacked on

the road. People who can contend with travel conditions

are more likely to feel satisfied with transportation. If

people dislike travel, then it means there are some aspects

with trips which make them uncomfortable, and so they

will feel less likely to be satisfied with transportation

environment.

Other congestion indicators also involved in the model

to estimate the relationship between TES and other

congestion indicators. Three other congestion indicators

are significant in the model. TTS is a major index to

present whether travelers are satisfied with their travel

time. Respondents who are satisfied with their travel time

are more likely to be satisfied with the total transportation

environment. The 30-min-delay frequency and feeling and

slower than bicycle frequency and feeling are indicators

presenting the frequency and respondents’ feelings with

two congestion situations. If travelers meet these two

congestion situations more frequently or they feel worse

than other people, then they will less likely to be satisfied

with the urban transportation environment. The results also

indicate that travel time and travel speed are the two

important aspects for travelers when they do the daily trips,

which will impact their feeling to the total transportation

environment.

5.2.2 TTS model results

TTS model (Table 6) has 235 valid respondents. The q2

goodness-of-fit measure with the market-share model as

base is 0.271, which shows that the true explanatory vari-

ables add 0.271 to the goodness-of-fit. Eleven variables

Table 3 Rotated factor loadings (pattern matrix) by general attitudinal statements (N = 271)

Survey statement Hates

wasting

time

In a hurry and

out of control

Confident Likes

quiet

living

Communalities

Even if I have something else pleasant or useful to do while traveling for

routine activities, it often bothers me if the trip takes a long time

0.579 – – – 0.352

In my daily life, I have to spend too much time waiting 0.435 – – – 0.412

I make productive use of the time I spend on daily traveling -0.393 – – – 0.249

If the line is moving, waiting is OK for me -0.357 – – – 0.144

In general, waiting is unpleasant even if I have an interesting way to pass

the time

0.351 – – – 0.142

Work and family do not leave me enough time for myself 0.268 – – – 0.129

I’m often in a hurry to be somewhere else – 0.703 – – 0.461

I have to admit that sometimes I make other people wait for me – 0.499 – – 0.267

I will do something humiliating, if you give me enough money – 0.439 – – 0.271

I often feel like I don’t have much control over my life – 0.325 – – 0.423

In choosing where to live, there are many factors much more important

than transportation conditions

– 0.224 – – 0.065

It is understandable for someone to be a bit late – 0.180 – – 0.043

I am confident that I can deal with unexpected events effectively – – 0.583 – 0.323

I can always rely on my own ability to handle difficult situations – – 0.500 – 0.261

Even when I have a lot of things to do, I seldom feel pressure – – 0.254 – 0.093

I like living in a small and quiet city instead of a bustling city – – – 0.617 0.393

I like the idea of having different types of businesses (such as stores,

offices, post office, bank, and library) mixed crowdedly in with the

homes in my neighborhood

– – – -0.392 0.289

I like to live in a crowded neighborhood with lots of people – – – -0.357 0.212
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Table 4 Rotated factor loadings (pattern matrix) by transportation-related attitudinal statements (N = 271)

Survey statement Contend with

travel conditions

Likes

driving

Travel

planner

Transportation

aware

Travel

constraint

Dislikes

travel

Communalities

Thinking about both good and bad aspects,

overall the public transportation system is

pretty good

0.736 – – – – 0.532

It’s convenient to travel from one place to

another in my city

0.609 – – – – – 0.411

Getting stuck in traffic doesn’t bother me too

much

0.494 – – – – – 0.257

Some amount of traffic congestion is

inevitable, no matter what we do

0.358 – – – – – 0.153

I prefer to drive rather than travel by any

other means

– 0.731 – – – – 0.520

I like driving itself, without having any other

reason

– 0.584 – – – – 0.404

To me, a car is a status symbol – 0.436 – – – – 0.247

I like the idea of walking or biking as a

means of transportation

– -0.430 – – – – 0.249

I get where I’m going more quickly than

other people because I know how to choose

my departure time and route to avoid

congestion

– – 0.747 – – – 0.463

It is important for me to organize my errands

so that I make as few trips as possible

– – 0.542 – – – 0.433

I really need to get more information about

traffic conditions before I make a trip

– – 0.416 – – – 0.362

Even though I’m only one person, my actions

can make a difference to the transportation

system

– – – 0.519 – – 0.246

Transportation condition plays an important

role when I choose my job

– – – 0.504 – – 0.187

I like the idea of using public transportation

whenever possible

– – – 0.443 – – 0.231

When I choose the means of transportation

for a certain trip, I consider traffic

congestion

– – – 0.369 – – 0.417

It’s unfair to expect me to sacrifice to help

reduce traffic congestion, if other people

aren’t doing it too

– – – 0.215 – – 0.229

It’s really hard to estimate my travel time

before leaving because of congestion

– – – – 0.522 – 0.365

I know very little about the transportation

system of this city

– – – – 0.433 – 0.341

The only good thing about traveling is

arriving at your destination

– – – – 0.393 – 0.185

I generally know when and where Congestion

will happen in the city

– – – – -0.383 – 0.306

The traveling that I need to do interferes with

doing other things I like

– – – – 0.282 – 0.101

Sometimes I would enjoy staying at home for

the whole day and not having to go

anywhere

– – – – – 0.607 0.366

I want to go somewhere at least once a day,

even if I have nothing particular to do

– – – – – -0.569 0.357

I prefer to shop near where I live, in order to

make fewer trips

– – – – – 0.322 0.212
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besides constant variable are significant in the model,

including three sociodemographic variables, four attitudi-

nal factors, two trip characteristics, and two other con-

gestion indicators.

Three significant sociodemographic variables are gender,

government employee, and company employee. Inconsistent

with the TES model, women are more likely to be unsatisfied

with travel time for their most-frequent trips which is the

same as previous study [15]. The reason could be due to

gender differences in response style: women could be more

inclined than men to use the extreme ends of a scale [26].

TES is a kind of overall indicator to describe the total

transportation status of a city, however, TTS indicator more

focuses on the most frequent trips. Therefore, they may have

lower level acceptance in travel time than men but more of

them like the total transportation system. Government

employee and company employee are more likely to be

satisfied with travel time which may be because generally,

their-most frequent trips are commuted trips for which they

are already used to the travel time. So they may be more

satisfied with travel time than other respondents whose most

frequent trips’ purposes are not commuting.

Four attitudinal factors are residence satisfaction, satis-

faction of urban transportation system, in a hurry and out of

control, and likes quiet living. Respondents who are satis-

fied with their residence and transportation system will

obviously more likely to be satisfied with the travel time of

the most frequent trips. Respondents who are always in a

hurry and out of control will be more likely to be unsatisfied

with travel time. That is because these kinds of people do

not have the ability to organize or plan their errands, and so

they will more likely feel to be hurrying with everything

including their trips. People who like quiet living are more

likely to be unsatisfied with travel time either. The reason is

that such people do not like the busy life and traveling itself,

so they will be less likely to take long time on traveling.

The longer travel time of the most frequent trips is, the

less likely the respondents are to be satisfied with the travel

time. Accordingly, the longer the total travel time in a

week is, the less likely the respondents are to be satisfied

with the travel time. Two congestion indicators are also

significant in the model. If the road is full of vehicles, then

respondents will be less likely to feel satisfied with travel

time. And if respondents need to wait for two green lights

to go through the intersection, it means the travel time is

longer than usual, so they will be less likely to feel satisfied

with the travel time.

5.2.3 TCFF model results

The LR model was used here. In the model, 220 respon-

dents are valid (see Table 7); the q2 is 0.345, and the

adjusted q2 is 0.300, which could be deemed as acceptable

[27].

There are fifteen variables significant in the model,

including two sociodemographic variables, five attitudinal

factors, one cluster category, and seven trip characteristics

variables. Two sociodemographic variables are currently

owning residence and annual household income. Different

from the TES model results, respondents who currently

Table 5 Cluster centroids and between-cluster mean sum of squares (N = 274)

General attitudinal factor Cluster centers Between-cluster MSS

Stressed Executive

Hates waiting time 0.363 -0.502 50.029 (HH)

In a hurry and out of control -0.392 0.543 58.342 (HH)

In control 0.073 -0.010 1.986 (BB)

Likes quiet living 0.259 -0.357 25.295 (B)

No. (%) of observations in each cluster 159 (58.0) 115 (42.0) –

Transportation-related attitudinal factor Savvy traveler Travel planner Between-cluster MSS

Contend with travel conditions 0.193 -0.377 19.973 (B)

Likes driving 0.088 -0.171 4.130 (BB)

Travel planner -0.356 0.694 67.653 (HH)

Transportation aware 0.362 -0.707 70.183 (HH)

Travel constraint -0.153 0.298 12.475 (B)

Dislikes travel 0.039 -0.077 0.831 (BB)

No. (%) of observations in each cluster 181 (66.1) 93 (33.9) –

The average BMSS of 33.913 for general attitudinal factors and 29.208 for transportation-related attitudinal factors. BB and B means much

below and below, respectively; M means the value is about equal to the mean BMSS; H and HH means above and much above mean BMSS,

respectively
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own their residences have higher value of TCFF. This

may be due to the differences between these two indi-

cators. TCFF presents the real statuses of the respondents

in their most-frequent trips—frequency at which they

meet the congestion situations and their feelings about

these congestion situations. The same thing happens to

the annual household income: respondents with higher

income have less satisfaction of transportation environ-

ment but also meet less-frequent congestion situations or

feel better with those congestion situations. The inter-

pretation is that people with higher income levels have

higher requirements with urban transportation system. At

the same time, they also have higher ability to cope with

the traffic congestion.

Five attitudinal factors are satisfaction of urban trans-

portation system, hating wasting time, contending with

travel conditions, disliking travel, and transportation

awareness. Respondents who are satisfied with transporta-

tion system are less likely to meet the congestion situations

or have better feeling with congestion. For those who hate

wasting time, they are more likely to feel worse with

congestion. Respondents who have higher awareness of

transportation are more sensitive to congestion that makes

them easier to point out congestion or feel worse about

congestion. If travelers who can contend with travel con-

ditions, then they will be less likely to suffer congestion

situations or feel bad with congestion. And for those who

dislike travel respondents, they will make as fewer trips as

they can, and the frequency of meeting congestion will be

less than others, and their TCFF value will be lower.

One cluster category variable became significant in the

model which indicates that different people group will have

Table 6 Ordered logit models of TES and TTS (0 = strongly disagree, 1 = disagree, 2 = neutral, 3 = agree, 4 = strongly agree)

Variable name TES TTS

Coefficient P value Coefficient P value

2.765 0.001 7.503 0.000

Socio-demographics

Female (dummy variable-DV) 0.478 0.067 -0.643 0.030

Annual household income -0.266 0.030

Own the current residence (DV) 0.794 0.050

Government employee (DV) 0.982 0.048

Company employee (DV) 0.948 0.005

Attitudinal factors

Residence satisfaction 0.757 0.000

Satisfaction of urban transportation system 0.685 0.000

In a hurry and out of control -0.584 0.000

Likes quiet living -0.533 0.011

Hates wasting time -0.287 0.059

Contend with travel conditions 0.600 0.000

Dislikes travel -0.320 0.036

Trip characteristics

Travel time of the most frequent trips (minutes) -0.163 0.001

Total travel time of a typical week for commuting (hours) -0.228 0.019

Other congestion indicators

TTS 0.459 0.016

30 min delayed frequency and feeling -0.257 0.026

Slower than bicycle frequency and feeling -0.218 0.057

Full with vehicles on the road frequency and feeling -0.527 0.000

Waiting for more than one green lights frequency and feeling -0.405 0.001

Valid number of cases, N 239 235

Final log-likelihood, LLðbÞ -263.298 -188.877

Log-likelihood for market share model, LLðMSÞ -307.953 -259.095

No. of explanatory variables, K (including constant) 10 12

q2
MSbase ¼ 1� LLðbÞ=LLðMSÞ 0.145 0.271

v2 (between final and MS models) 89.310 140.436
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different feelings of congestion. Executive travelers will

meet more frequent congestion situations or feel worse

about congestion than stressed people (cluster results

shown in Table 5).

Different from TES model, several trip characteristic

variables are significant in the model. Besides, two travel

time-related variables—total travel time of a typical week

for commuting and total travel time of a typical week for

recreation or social activities, other five variables are all

about the trip purpose of the most frequent trips. In general,

if the travel time of respondents’ daily trips is longer, they

are more likely to suffer more congestion and feel worse.

The significant variables of trip purposes are commuting,

work-related trips, grocery shop, recreation, or social

activities, and picking up other people. During trips with

these five purposes, respondents will be more likely to meet

more congestion or feel worse than those with other trip

objectives.

6 Conclusions and suggestions for future research

The article uses three new congestion indicators to estimate

urban traffic congestion based on travelers’ feelings. They

are TES, TTS, and TCFF. A survey was taken in Shanghai

China to collect travelers’ attitudes about congestion and trip

information. Based on the survey data, we estimated the

three indicators’ value of travelers in Shanghai. About 30 %

respondents showed they were unsatisfied with transporta-

tion environment and 23 % respondents said they were

unsatisfied with the travel time of the most frequent trips.

Nine congestion situations were designed in the survey to

collect the frequency that travelers meet in their most fre-

quent trips and the feelings when meet these situations. In the

nine congestion situations, most respondents (76.2 %) feel

moderately bad or extremely bad when they are delayed

about 30 min. The situations that the speed is slower than a

bicycle and cannot estimate travel time because of traffic

congestion are the two events which make about 67.5 % and

66.7 % respondents feeling moderately bad or extremely

bad, respectively. TCFF was created by multiplying the

frequency with the feeling value.

Subsequently, in order to estimate the whole congestion

status, the PCA was used to derive a small number of linear

combinations of a set of variables. We set the factor as the

dependent variable in TCFF model. The LR model was

used to find out the significant variables which will impact

respondents’ feelings. The ordered logit model was also

used to select significant variables of TES and TTS. Nine

variables are significant in the TES model, eleven variables

are significant in the TTS model, and fifteen variables are

significant in the TCFF model. The results show that atti-

tudinal factor variables and cluster category variables are

as important as sociodemographic variables in models.

Three congestion indicators can describe travelers’ feelings

of congestion from three different levels. Using these

congestion indicators, the government can collect travelers’

feelings about congestion besides traffic condition index.
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Table 7 LR models of TCFF

Variable name TCFF index

Coefficient P value

-2.415 0.000

Sociodemographics

Annual household income -0.103 0.054

Own the current residence (DV) 0.482 0.005

Attitudinal factors

Satisfaction of urban transportation system -0.129 0.062

Hates wasting time 0.268 0.002

Contend with travel conditions -0.401 0.000

Dislikes travel -0.122 0.102

Transportation aware 0.232 0.001

Executive (DV) 0.606 0.000

Trip characteristics

Total travel time of a typical week for

commuting (hours)

0.091 0.021

Total travel time of a typical week for

recreation or social activities (hours)

0.107 0.050

Trip purpose of the most frequent trips

commute (DV)

1.479 0.017

Trip purpose of the most frequent trips work

related (DV)

1.545 0.016

Trip purpose of the most frequent trips

grocery shopping (DV)

1.704 0.012

Trip purpose of the most frequent trips

recreation or social activities (DV)

1.961 0.003

Trip purpose of the most frequent trips

picking up other people (DV)

1.914 0.007

Valid number of cases, N 220

No. of explanatory variables, K (including

constant)

15

q2 0.345

Adjusted q2 0.300
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Study on the fatigue and wear characteristics
of four wheel materials

G. Y. Zhou • J. H. Liu • W. J. Wang •

G. Wen • Q. Y. Liu

Abstract The fatigue and wear characteristics of four

different steel wheel materials are investigated in detail by

using rolling contact fatigue and wear bench tests on a JD-1

apparatus, analyzing chemical composition and hardness,

and performing profile analysis and micro-morphology

analysis. The wear and fatigue behavior of one of the

materials under different operation speeds is also investi-

gated. The results show that the wear resistance of the

materials has a positive correlation with their carbon con-

tent, while fatigue resistance has a negative correlation.

Based on hardness analysis as a function of depth into the

specimen, the thickness of layers with a steep hardness

gradient has a negative correlation with the initial surface

hardness in the tests using different materials. The hardness

increments, however, have a positive correlation with ini-

tial surface hardness. The rolling tests on one material

using different rotation speeds show that the hardness

increments and the thickness of layers with a steep hard-

ness gradient increase with the rotation speed. The analyses

and experimental results demonstrate that two of the four

materials exhibit good wear resistance and rolling contact

fatigue resistance, making them suitable for either high-

speed or heavy axle railroad operations.

Keywords Wheel material � Fatigue � Wear � Hardness

1 Introduction

Researching high-performance wheel materials is impor-

tant in wheel/rail development in order to reduce the wear

between wheel and rail and prolong service life [1]. In the

USA, Robles Hernández et al. [2] developed a high per-

formance wheel steel, called SRI wheel steel, and com-

pared it with seven other high-performance wheels, six

pearlitic and one bainitic, manufactured by different com-

panies. In China, Mi et al. [3] researched the wear char-

acteristics of two types of cast steel wheel materials, which

were named B? and B grades of steel. Experimental

inquiry is very important in new wheel material research,

such as the experiments done by Cvetkovski et al. [4] using

low-cycle fatigue tests on a new wheel material for pas-

senger trains.

Wear is the most critical factor in the replacement of

rails and wheels in commercial railroad systems, and in

restricting the service life of wheels. Enhancing the wear

resistance of wheels, therefore, can bring economic benefit

to railway operations, and a large amount of railway

research is spent on reducing the wear between the wheel

and rail by simply reducing the weight loss or by reducing

special wear forms such as corrugation.

We know that the hardness of a material directly relates

to wear, and that increasing the hardness of the steel can

reduce the wear of wheels and rails. There is a limit to the

benefit of increasing the hardness of the wheel and rail,

however, and simply improving the hardness of material to

reduce the wear is not an effective method. Many studies

have shown that a plastic deformation layer on the surface

of hard steel is formed during wearing, significantly

increasing the hardness of the worn surface [5–8]. This

forms a special material which consists of a hard external

material and a tough internal material which is ideal for
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railway operation. However, depending upon plastic

deformation to improve surface hardness is a limited

technique.

The roughness of surfaces can increase considerably

during rolling contact experiments, which can cause high

contact pressure and lead to plastic deformation of the

materials [9]. The plastic deformation can accumulate,

called ratcheting, and can ultimately lead to failure due to

cracking. However, the contact surface asperities between

the wheel and rail contribute to the tangential friction force

at the wheel/rail interface, resulting in an increase of the

adhesion coefficient [10]. Therefore, if the interface

roughness can be held at a suitable value, it would be

beneficial for operation safety and maintenance.

Fatigue of a material results in conditions such as

fracture toughness and fracture brittleness, but the level of

fatigue of a material is always evaluated by cracks and

service time. In the railway industry, fatigue cracks are

produced by abnormal braking heat [11], and the service

time of a material is defined as the period from initial use to

the time of fatigue crack initiation [12]. Finite element

analysis (FEA) can simulate fatigue crack initiation

effectively and conveniently, but experimental methods

can directly obtain fatigue characteristics and are more

reliable.

In this paper, the wear and fatigue characteristics of four

different wheel materials are investigated using the JD-1

wheel/rail simulation facility and special analysis methods.

Material weight loss is measured by weighing, and mea-

surements of the surface, hardness, and fatigue cracks are

performed using a scanning electron microscope (SEM)

and an optical microscope.

2 Experimental details

2.1 Materials

The four types of wheel steel in this study are intended for

trains, and the number labeling and chemical compositions

in weight percentage of these materials are shown in

Table 1. The carbon content of materials #3 and #4 were

slightly higher than common wheel materials [4, 7, 13].

The main difference in composition among the four

materials was the amount of carbon, which varied from

0.51 % to 0.72 %. The steel of the rail roller used was

U71Mn rail steel, which is discussed in [14].

The pearlite microstructure of the four materials is

shown in Fig. 1, revealing the typical ferritic-pearlitic

structure which is tough and ductile, but soft. As the carbon

content was increased, the amount of pro-eutectoid ferrite

decreased and the micro-hardness increased, as listed in

Table 2. Although there was no specific measurement of

the pearlitic grain size, the grain size of the #1 material was

clearly the smallest, and the pearlitic grain sizes increase

with the carbon content.

The surface hardness of the materials as listed in Table 2

was measured on a micro-hardness tester (MVK-H21,

Japan) using a 200 g load. Each specimen was measured at

five different points to reduce the errors due to material

non-uniformity, and each point was measured five times.

The surface hardness of the materials relates to the

carbon content and metallographic analysis, as discussed

previously, with our #1 material exhibiting the smallest

value of hardness and #4 exhibiting the greatest.

2.2 Methods

Prior to the rolling tests, the mass, roughness, and hardness

of the specimens were measured. The rolling contact fati-

gue test was then carried out, and the weight, roughness,

and hardness of the specimens were subsequently measured

again. To analyze the wear and fatigue damage mecha-

nisms in the wheel materials, SEM was used to observe

subsurface cracks and the scar morphology, and an optical

microscope was used to analyze plastic deformations near

the surface.

All experiments were carried out on a JD-1 wheel/rail

simulation facility apparatus [7], as shown in Fig. 2. The

tester was composed of a small wheel which served as the

locomotive or rolling stock (called the ‘‘wheel roller’’) and

a large wheel which served as the rail (called the ‘‘rail

roller’’). The rail roller was driven by a DC motor, and an

opposing torque unit generated an opposing torque against

the rotation direction imposed on the wheel roller.

The geometric size of the rollers was determined

using the Hertzian simulation rule, shown in Eqs. (1)

and (2):

Table 1 Compositions of four wheel materials in mass fraction (%)

Number C Mn Si P S H Cr Ni Mo V Cu

#1 0.51 0.75 0.28 0.016 0.002 1.4 0.22 0.01 0.01 0.01 0.02

#2 0.58 0.72 0.25 0.012 0.001 0.8 0.18 0.01 0.01 0.01 0.01

#3 0.62 0.79 0.82 0.013 0.012 1.2 0.17 0.01 0.01 0.01 0.03

#4 0.72 0.81 0.86 0.014 0.016 2 0.02 0.01 0.01 0.01 0.02
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ðPmaxÞfield ¼ ðPmaxÞlab; ð1Þ
a

b

� �
field
¼ a

b

� �
lab
; ð2Þ

where (Pmax)lab and (Pmax)field are the maximum contact

stresses in the laboratory and in the field, respectively; and

(a/b)lab and (a/b)field are the ratios of the semi-major axis to

the semi-minor axis of the contact ellipses between the

wheel and rail in the laboratory and field, respectively. The

schema of the rollers’ geometric sizes as calculated by the

above equations is shown in Fig. 3.

All experiments were conducted in dry and ambient

conditions (temperature 18–23 �C, relative humidity

50 %–70 %), and all contact surfaces were cleaned with

acetone prior to testing. All experimental parameters were

determined by means of the Hertzian simulation [1], with

the diameter of the rail roller set at 1,050 mm and the

diameter of the wheel roller, which was cut from an actual

wheel, set at 68 mm. The total number of cycles undergone

by the wheel roller was 106, and the normal load used in

the laboratory was 1,420 N, which simulated an actual field

axle load of 19 t. The corresponding maximum contact

stress as calculated by the Hertz formulae was 1,242 MPa.

The rotation speeds of the wheel rollers were 32, 69, and

94 r/min, which simulated train speeds of 120, 250, and

350 km/h, respectively. Using an attack angle, which is the

angle between the axes of the wheel and rail rollers, to

simulate the curvature of an actual track, we used an attack

angle of 0.3772� to simulate a curvature radius of 2,000 m.

To simulate the traction condition, a force of 100 N was

applied on the opposing torque unit to generate an

Fig. 1 SEM graphs of the pearlite microstructure (3,0009). a #1 material. b #2 material. c #3 material. d #4 material

Table 2 The surface hardness of materials

Number of material #1 #2 #3 #4

Hardness (HV200g) 252.95 274.28 303.47 330.82
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opposing torque (Fig. 2b). The main parameters of all

experiments are listed in Table 3.

3 Experimental results

A photograph of the four specimens after the rolling test for

different materials (specimens A–D), together with a ruler,

is shown in Fig. 4a. It is obvious that the width of the wear

scars on the wheels decreases with the specimen series,

from specimen A–D. Since all specimens have approxi-

mately the same original profile, it is logical to conclude

that the wear resistance has a positive correlation with the

carbon content of the material.

In addition, there exists an uneven wear phenomenon on

all of the specimens, especially in specimens B, C, E, and

F. Specimen E, obtained with rolling tests using different

speeds, exhibits another unusual wear phenomenon of

smooth areas, as pointed out in Fig. 4b. Also obtained in

tests using different speeds, the corrugation pattern of

specimen F is well-distributed along the circumferential

direction, exhibiting smooth (trough) and unsmooth (crest)

areas with a distance between of about 1 mm.

3.1 Scars of specimens under SEM

After rolling contact tests, small slices are cut from the

specimens and cleaned using ultrasonic cleaning with

alcohol and acetone before being observed with SEM

(QUANTA200, FEI, England). The morphology of the

scars evident on the specimen surfaces are shown in Fig. 5.

Analysis of the rolling surfaces shows the occurrence of

flaking and adhesive wear for all specimens, including

specimens E and F in Fig. 6. Surface ratcheting cracks are

most evident in specimen D, and an example of one is

shown in Fig. 5(d). Ratcheting cracks occur when the

material loses its ductility due to plastic strain accumula-

tion [15]. Specimens A, B, and C shows evidence of

adhesive wear rather than flaking. This may indicate that

the occurrence of the ratcheting phenomena in specimens

A, B, and C is not as great as in specimen D, which may be

due to the differences in carbon content and metallographic

structure.

The worn surfaces of specimens E and F, tested using

rotation speeds of 32 and 94 rpm, respectively, exhibit

uneven wear phenomena (Fig. 6). Both the morphology of

the scars and the wear mechanisms are different at different

regions of uneven wear, as can be seen in Fig. 6b, c, e, and

f. At the crest the surface is much rougher and ratcheting is

the dominant wear mechanism, while in the trough the

surface is smoother and adhesive wear is as significant as

ratcheting effects. The special wear phenomenon called

smooth area wear is observed macroscopically in Fig. 4b,

and is observed at high magnification using SEM in

Fig. 6a.

3.2 Weight loss and profile analysis

Figure 7 shows the material weight loss against the carbon

content of all specimens during all tests. The weight loss is

obtained using an electronic scale (JA4103, China) before

A 
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B
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C
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A 
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Weight Rolling axle 
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Friction shoe 

Fig. 2 Scheme of JD-1 wheel/rail simulation facility. a JD-1 wheel/

rail simulation facility. 1 Normal loading cylinder, 2 loading carriage,

3 3D loading sensor, 4 wheel roller, 5 opposing torque unit, 6 rail

roller, 7 speed measuring motor, 8 turning plate, 9 base plate,

10 optical shaft encoder. b Opposing torque unit

Fig. 3 Scheme of the wheel and rail rollers
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and after the rolling tests, and is a direct way to obtain the

weight loss of specimens. The results indicate that the wear

resistance is directly related to the carbon content, and

specimens with a higher carbon content have greater wear

resistance. Particularly, the least weight loss occurs in

specimen D, which has the highest carbon content, and the

greatest weight loss occurs in specimen a, which has the

lowest carbon content. Specimens C, E, and F use the same

material (#3) with different rotation speeds, and the weight

loss is seen to have a negative correlation with the exper-

imental rotation speed.

3.3 Results of test for different materials

The variation of surface hardness as a function of depth is

measured to study the work-hardening effect, and the

results are presented in Fig. 8. These plots show that the

hardness of the specimens changes rapidly nearest the

rolling surface (i.e., steep hardness gradient), and changes

at a less rapid rate after a certain depth into the surface (i.e.,

gradual hardness gradient). The thickness of the hardened

layer of all specimens is more than 200 lm. Comparing the

post-experiment hardness values (Fig. 8) with the initial

surface hardness of different materials (Table 2), we can

see that the hardened layers are thicker than the plastic

deformation layers observed in Figs. 9 and 10.

In the rolling tests of different materials (Fig. 8a), for

the layers displaying a steep hardness gradient, the thick-

ness of these layers has a negative correlation with the

initial surface hardness, while the hardness increments

have a positive one. This result is consistent with the

results of the thickness of plastic deformation in Fig. 9.

For comparison, rolling tests with different rotation

speeds using the #3 material show both the hardness

increments and the thickness of layers displaying a steep

hardness gradient of the three specimens to increase with

rotation speed (Fig. 8b). These results are consistent with

the results in Fig. 10. It is obvious that the dominant wear

damage mechanism in the specimen with high surface

hardness and with high experimental rotation speed is

ratcheting rather than an adhesive wear mechanism. It is

known that ratcheting can lead to fatigue cracks at the near-

surface layer, so generating fatigue failure will therefore be

easier in the cases involving high surface hardness and high

experimental rotation speed.

Both the plastic deformation and the hardness incre-

ments have a positive correlation with the contact stress.

Some research indicates that severe plastic deformations in

the near-surface layer of the rail cross-section penetrate just

a few tens of microns into the material [9, 11, 15]. In Fig. 8

we see that at thicknesses greater than about 100 lm into

the material, the hardness gradient is quite gradual.

The results of the SEM observations are shown in

Fig. 11, and the observation schematic is shown in Fig. 12.

It is obvious that the fatigue resistance of specimen A is so

perfect that no cracks can occur, and that the length of

fatigue cracks in the other specimens increase as a function

of increasing carbon content. In other words, the fatigue

resistance decreases with carbon content in this rolling test.

Moreover, all of the fatigue cracks propagate from the

surface into the material at approximately the same angle.

Examining the cross sections of specimens from A to D

with an optical microscope (OLYMPUS BX60M, Japan),

we can observe significant plastic bands due to ratcheting,

Table 3 Test parameters

Test type Specimen

series

Rotational speed

of simulating

rail (rad/min)

Material

number

Test for different

materials

A 69 #1

B 69 #2

C 69 #3

D 69 #4

Test under different

speed

E 32 #3

F 94 #3

A

(a)

B C D

Smooth
area

(b)

E C F

Fig. 4 Macrograph of specimens. a For different materials. b For different speeds
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as shown in Fig. 9. The plastic deformation of specimens A

and B are mild, while the deformations of specimens C and

D are severe. In addition, both specimens C and D exhibit

significant fatigue cracks.

3.4 Results of test for different rotational speeds

Optical microscope images of the cross sections of specimens

E and F, un-etched after polishing, are shown in Fig. 13. These

images show that longer fatigue cracks occur after the higher

rotation speed is applied (Fig. 13b), but the amount of small

cracks is greater at the lower rotation speed (Fig. 13a).

The thickness of the deformed layer is measured to be

about 115 lm for specimen E and about 180 lm for

specimen F (Fig. 10). The deformed layer of specimen F is

much thicker than that of E, and is related to wear rate and

ratcheting. The wear rate is greater at lower rotation

speeds, but the effect of ratcheting is almost the same for

all speeds in the test, so the deformed layer increases more

slowly at a slower rotation speed.

4 Discussion

The wear process of materials is very complex. During the

initial stages of the rolling–sliding process, the strain

accumulation and hardening rate is strongest and oxidative

wear is the main wear mechanism [16]. The initial hard-

ening of the material plays an important role during the

whole wear process of wheel and rail. If there is a hard-

ening layer on the surface of the rollers and if the load is

insufficient to generate severe flaking during the sub-

sequent operation, the material, which has internal tough-

ness and an induced external hardness, can experience

reduced wear and fatigue damage and convey an extended

service life for rollers composed of it.

Fig. 5 Scars of specimens A to D under SEM. a Specimen A. b Specimen B. c Specimen C. d Specimen D
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Fig. 6 Scars of specimens E and F under SEM. a Smooth area of specimen E. b Crest of specimen E. c Trough of specimen E. d Uneven wear

pattern of specimen F. e Crest of specimen F. f Trough of specimen F
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To some extent, strain accumulation (ratcheting) and

wear are competitive mechanisms, with one reducing the

influence the other has on the material. Ratcheting can

cause subsurface hardening which can slow down the wear

rate directly (higher hardness means greater wear resis-

tance), and therefore ratcheting can reduce wear. Con-

versely, wear reduces the influence of ratcheting via

material attrition. No matter which, if one process becomes

dominant, then severe damage, such as severe wear and/or

fatigue fractures, is the result. Therefore, the best rela-

tionship to maintain between rail and wheel is a balance of

ratcheting and wear in order to achieve the state of steady

wear [16], thereby facilitating maximum service life.

There also exists a competitive and restrictive coupling

mechanism between wear and plastic deformation, which is

described by Zhong [14]. The plastic deformation and

fatigue cracks formed by the ratcheting effect [17] can

improve the wear resistance of the material, but the

increase in hardness of the surface and subsurface can

reduce the fatigue resistance.

Analysis of the rolling surface of these materials shows

the occurrence of flaking due to ratcheting and the adhesive

wear mechanism for all specimens, but uneven wear gives

evidence that the wear mechanism varies in different

regions of the surface. The relationship between flaking

due to ratcheting and the adhesive wear mechanism could

impact the morphology of these scars.

The differing carbon content of the wheels leads to the

different damage forms of their surfaces. As the carbon

content increases, there is a gradual transition from a wear-

dominant to a fatigue-dominant mechanism due to the

competitive and restrictive coupling between wear and

fatigue, with the stronger mechanism becoming dominant.

The material presents a wear-dominant mechanism when

the carbon content is lower and a fatigue-dominant mecha-

nism when the carbon content is higher. The wear mecha-

nism is more apparent than other damage forms in specimens

A and B, with specimen A showing more wear mechanism

than specimen B. With an increase in the carbon content, the

length of fatigue cracks increase, showing more evidence of

the fatigue damage mechanism on the surface of specimens.

Consequently, specimens C and D present a more dominant

fatigue damage mechanism than specimens A and B.

In Fig. 7, the weight loss of specimens A and B is

greater than specimens C and D, which means there is

more wear damage on specimens A and B. When we look

at the evidence given by the combined Figs. 9 and 11, we

see that when wear is the dominant damage form (A, B),

the plastic deformation is slighter and almost no fatigue

cracks exist on the surface layer.
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Fig. 7 The weight loss of six specimens. a For different materials.

b For different rotational speeds
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The hardness increments of lower carbon content mate-

rials is smaller, as shown in Fig. 8a, and hardness has a direct

influence on wear resistance. There are fewer surface cracks

on specimens A, B, and C compared with specimen D in

Fig. 5, which means that specimen D exhibits more of the

fatigue damage mechanism than do the other specimens. A

smaller hardness increment makes less of a contribution

toward improving the wear resistance, so the weight loss of

lower carbon content materials is much greater than in the

others. This indicates that for these specimens the wear

mechanism is the dominant damage form, and the SEM

observations of worn surfaces in Fig. 5 corroborate this.

Changing the test rotation speed can also lead to a

change of the damage mechanism on the wheel surface.

Fig. 10 Plastic deformation of specimens E and F. a Specimen E. b Specimen F (Etching: Nital 3 %)

Fig. 9 Plastic deformation of specimens A to D. a Specimen A. b Specimen B. c Specimen C. d Specimen D (Etching: Nital 3 %)
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The specimen surfaces exhibit a wear-dominant mecha-

nism when the test rotation speed is low and transition into

a fatigue-dominant mechanism when the test rotation speed

increases. Analyzing specimens E and F, we see that the

cracks in specimen E are smaller and more numerous

(Fig. 13a), and the weight loss of specimen F is much

greater and the cracks are larger (Fig. 13b). This means

that the wear mechanism is more dominant in specimen E

than in F, and the cracks in specimen E were ground off

before propagating. From the SEM observations of the

plastic deformation (Fig. 10), we also find that the thick-

ness of the plastic deformation layer in specimen E is

smaller than F, which means that the fatigue damage

mechanism is secondary and the wear mechanism is

dominant.

Two effects influence the transition of the damage form

mechanism upon changing the test rotation speed. On one

hand, the increasing test rotation speed reduces the wear

loss of the wheel roller so that the influence of the wear

mechanism in specimen F is less. On the other hand,

increasing the test rotation speed can increase the vibration

of the simulated rollers, which can increase the dynamic

load coefficient of the contact load between the simulated

rollers. This effect can increase the fatigue damage and

hardening of the contact surface, and the results in Figs. 8b,

Fig. 11 The SEM of four specimens for different materials, the left side is cross section and the right side is contact surface. a A. b B. c C. d D

Observing direction 

Rolling surface 

Rolling 

Cross 
section 

Fig. 12 Scheme of SEM observing
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10, and 13 all show evidence of this. Both of these effects

transition the damage mechanism from wear-dominant into

fatigue-dominant as the rotation speed increases.

According to the experimental results, under the same

rolling conditions, the weight loss of a specimen reduces as

the carbon content of the material increases. The surface

hardness of all specimens is found to increase and the wear

resistance thereby improves. The fatigue resistance of a

material is also seen to be related to the carbon content.

Comparing the four materials, the wear resistance of the

#4 material is better than the others, but because the wear

of the wheel and the rail must both be taken into account,

the wear resistance is not the only aspect to consider when

choosing a material [1]. Although the specimens using the

#1 material didn’t exhibit any cracks in the surface cross

section, these specimens experienced a much greater

weight loss than specimens made from the other materials,

making material #1 a poor choice of steel for actual wheels

for economic reasons. Therefore, both #2 and #3 materials

are proper choices for railway operation because material

#2 has good fatigue resistance and material #3 has good

wear resistance. The #2 material is suitable for high-speed

railway operation and the #3 material is suitable for heavy

axle operation.

5 Conclusions

In this paper, the fatigue and wear characteristics of four

types of wheel materials are investigated using chemical

composition analysis, rolling contact fatigue, and wear

bench tests on a JD-1 apparatus, profile analysis and micro-

morphology analysis. The conclusions from this study are

as follows:

1. Both the wear resistance and the fatigue resistance are

directly related to the carbon content of each material.

The wear resistance has a positive correlation with the

carbon content, while the fatigue resistance has a

negative one. After 106 rotations during rolling tests in

the JD-1 wheel/rail simulation facility, uneven wear

occurred on all of the specimens.

2. The relationship between flaking due to ratcheting and

the adhesive wear mechanism can influence the

topography of scars.

3. As the rotation speed of the rolling test increases, the

hardness increments, and the thickness of layers exhib-

iting a steep hardness gradient are seen to increase.

4. All cracks initiate at and propagate along the plastic

deformation line, and the extent of the severity of fatigue

damage, such as length of the fatigue crack, has a positive

correlation with the carbon content of the material.

The analysis suggests that both #2 and #3 materials are

proper choices for railway operation, because their resis-

tance to wear and fatigue is moderate and they have the

capacity to achieve a state of steady wear.
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Application of artificial neural networks for operating speed
prediction at horizontal curves: a case study in Egypt

Ahmed Mohamed Semeida

Abstract Horizontal alignment greatly affects the speed

of vehicles at rural roads. Therefore, it is necessary to

analyze and predict vehicles speed on curve sections.

Numerous studies took rural two-lane as research subjects

and provided models for predicting operating speeds.

However, less attention has been paid to multi-lane high-

ways especially in Egypt. In this research, field operating

speed data of both cars and trucks on 78 curve sections of

four multi-lane highways is collected. With the data, cor-

relation between operating speed (V85) and alignment is

analyzed. The paper includes two separate relevant analy-

ses. The first analysis uses the regression models to

investigate the relationships between V85 as dependent

variable, and horizontal alignment and roadway factors as

independent variables. This analysis proposes two pre-

dicting models for cars and trucks. The second analysis

uses the artificial neural networks (ANNs) to explore the

previous relationships. It is found that the ANN modeling

gives the best prediction model. The most influential var-

iable on V85 for cars is the radius of curve. Also, for V85 for

trucks, the most influential variable is the median width.

Finally, the derived models have statistics within the

acceptable regions and they are conceptually reasonable.

Keywords Artificial neural networks � Horizontal curve �
Multi-lane highways �Operating speed � Prediction models �
Regression models � Roadway factors

1 Introduction

Horizontal curves have long been recognized as having a

significant effect on vehicle speeds. They have therefore

been afforded a great deal of attention by researchers.

Design features for multi-lane roadways, such as curvature

and superelevation, are directly related to, and vary

appreciably with, design speed. Other features, such as

widths of lanes and shoulders are not directly related to

design speed, but they also affect vehicle speeds. There-

fore, wider lanes and shoulders should be considered for

higher design speed [1]. In this work, a driver’s speed

under free-flow conditions avoids the effect of traffic flow

on vehicle speed, as only the effect of horizontal curves

and highway geometry on operating speed is considered, as

executed by Hashim [2]. The 85th-percentile value of the

distribution of observed speeds (V85) is the most frequently

used in characterizing measure of operating speed associ-

ated with a particular location or geometric feature.

Past researches did a lot of work for two-lane rural [3–

7]. A large number of studies used radius as an explanatory

variable for operating speed prediction while a few used

length of curve. Previous research for speed prediction on

two-lane rural highways indicates that there are several

important elements in determining speed on horizontal

curves. Curve radius, superelevation, deflection angle,

degree of curvature, length of curve, and cross section are

examples of variables that have been used in the regression

equations to predict operating speeds on horizontal curves.

Curve radius is considered to be the most important ele-

ment in determining operating speed on horizontal curves;

therefore, most researchers have used it as the dominant

independent variable in their regression analyses [8].

Gong and Stamatiadis [9] studied 50 horizontal curves

that are located in rural four-lane highways in Kentucky.
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They derived two models for operating speed. The first one

was for inside lane and the other was for outside lane,

respectively. For the first one, they concluded that a sur-

faced shoulder and logarithm of horizontal curve length

were positively correlated with V85. For the other model, a

surfaced shoulder, horizontal curve radius, and the ratio of

the horizontal curve length to radius were positively cor-

related with V85. In addition, the first model explained

nearly 65 % of the variability in the 85th-percentile inside

lane operating speeds. Also, the other model explained

approximately 43 % of the variability in the 85th-percen-

tile outside lane operating speeds.

Cheng et al. [10] studied 30 horizontal curves that are

located in HU-Ning expressway, Jiangsu province, China.

The correlation analysis results showed better correlations

between V85 (operating speed) and alignment. This study

proposed four speed predicting models (linear or curve

fitting models), respectively, of cars and trucks. Results of

modeling showed that deflection angle and radius of curve

were the two most important parameters for predicting

operating speeds of cars and trucks.

Prediction and estimation of speeds on multi-lane rural

highways are of great significance to planners and design-

ers; therefore, all proposed speed prediction models should

be validated, and the accuracy of their results should be

evaluated. In this paper, the first part in the analysis involves

the prediction of operating speed for cars and trucks on

horizontal curves using conventional regression models.

The modeling of operating speed on curved roadway using

ANN models is another aspect of this paper.

2 Study sites and field data and methodology

2.1 Study sites and field data

This work uses 78 horizontal curves from two categories of

multi-lane highways in Egypt. These categories are as

follows:

(1) Agricultural highways category which includes two

roads as Cairo-Alexandria agricultural highway

(CAA) and Tanta-Damietta agricultural highway

(TDA).

(2) Desert highways category which includes two roads

as Cairo-Alexandria desert highway (CAD) and

Cairo-Ismailia desert highway (CID).

The collected data are divided into road geometric and spot

speed data.

2.1.1 Road geometric data

This data presents the key independent variables in the

analysis. Some of this data are collected directly from site

investigation which includes lane width, right shoulder

width, number of lanes in each direction, median width, and

pavement width. The horizontal curves data are extracted

from Abdalla [11] who worked with the survey team of

General Authority of Roads, Bridges and Land Transport in

Egypt (GARBLT) [12]. The horizontal curve properties

include radius of curve, deflection angle, length of curve,

and superelevation. All the previous variables, their sym-

bols, and statistical analysis are provided in Table 1.

2.1.2 Spot speed data

Speed data presents the key dependent variables in ana-

lysis, which are divided into operating speed for cars and

trucks separately. In this work, a driver’s speed under free-

flow conditions avoids the effect of traffic flow on vehicle

speed, as only the effect of horizontal curves and highway

geometry on operating speed is considered. Free-flow

speeds are collected for passenger cars and trucks. The

passenger cars include taxis, private cars, vans, and jeeps.

While the term ‘‘truck’’ refers to any combination of sin-

gle- or multi-unit vehicles having at least one axle with

dual wheels. The trucks contain trucks, trucks with trailers,

semi-trailers, and multiple trailer road trains. Spot speed

data are collected using radar gun (version LASER 500

Table 1 Statistical analysis and symbols of independent variables

Variable Variable symbol Max. Min. Avg. SD

Lane width (m) LW 3.65 3 3.6 0.1

Pavement width in one direction (m) PW 14.6 6 8.36 1.8

Right shoulder width (m) SW 3 1 1.17 0.44

Number of lanes in each direction in lanes NL 4 2 – –

Median width (m) MW 8 2 5.2 1.8

Radius of curve (m) R 780 40 402.5 231.7

Deflection angle (�) DA 70.55 14.25 27.89 16.68

Length of curve (m) LC 256.72 39.71 142 60.26

Superelevation (%) e 12 2 4.7 3.5
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with ±1 km/h accuracy) placed at many points along each

horizontal curve in hidden places outside road so as not to

be visible to drivers (see Fig. 1). Vehicles traveling in free-

flow conditions are considered to have time headways of at

least 5 s. Then, the main dependent variable is the average

operating speed of a curve. The number of speeds collected

at each horizontal curve ranges from 100 to 160 for each

cars and trucks, which lead to nearly 18,000 spot speeds.

Speeds are carried out in working days, during daylight

hours. During all data collection periods, the weather is

clear and the pavement is dry and in a good condition.

Generally, to assure validity of Pearson correlation, there is

a demand that each set of selected data should follow

normal distribution. Using Kolmogorov–Smirnov test, it is

found that the distribution of the data is normal and could

not be rejected at the 95 % confidence level. Operating

speed at each observation point is defined as the 85th

percentiles of collected speed data (V85). Then, the 85th

percentiles of collected speed data of each observation

point (V85), respectively, of cars and trucks, are calculated

for further correlation analysis and modeling as stated by

Hashim [2]. The sample size requirements for V85 were

determined by [1]:

N ¼ r2K2ð2þ u2Þ
2E2

; ð1Þ

where N is the least number of sample size, r is the esti-

mated sample standard deviation, K is the constant corre-

sponding to the desired confidence level of 95 % (K=1.96),

E is the permitted error in the average speed estimation

(±2 km/h), and u is the constant corresponding to the V85

u=1.04.

The operating speed values for cars (V85C) and trucks

(V85T) at each horizontal curve are provided in Table 2.

2.2 Methodology

The methodology of operating speed prediction in the

present research includes two main methods: (1) regression

models and (2) ANN models.

2.2.1 Regression models

There are nine independent variables (geometric variables)

and two dependent variables (speed variables) as stated in

the previous section. The present research proposes two

speed predicting models, respectively, of cars and trucks.

To obtain the best model for the prediction, multiple linear

regression method is used in modeling.

First, the correlation between V85 and the selected

independent variables is analyzed. The significant variables

from the correlation analysis are chosen for the final pre-

diction model. Second, stepwise regression analysis is used

to select the most statistically significant independent

variables with V85 in one model. Stepwise regression starts

with no model terms. At each step, it adds the most sta-

tistically significant term (the one with lowest P value)

until the addition of the next variable makes no significant

difference. An important assumption behind the method is

that some input variables in a multiple regression do not

have an important explanatory effect on the response.

Stepwise regression keeps only the statistically significant

terms in the model. Finally, the adjusted R2 and root mean

square error (RMSE) values are calculated for each model.

Fig. 1 Schematic location of radar meters on horizontal curves
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Several precautions are taken into consideration to ensure

integrity of the model as follows [13]:

(1) The signs of the multiple linear regression coeffi-

cients should agree with the signs of the simple linear

regression of the individual independent variables and

agree with intuitive engineering judgment;

(2) There should be no multicollinearity among the final

selected independent variables; and

(3) The model with the smallest number of independent

variables, minimum RMSE, and highest R2 value is

selected.

2.2.2 ANN models

In general, ANNs consist of three layers, namely, the input,

the hidden, and the output layers. In statistical terms, the

Table 2 Operating speeds values for cars (V85C) and trucks (V85T) at all curves

Road name Curve no. V85C (km/h) V85T (km/h) Road name Curve no. V85C (km/h) V85T (km/h)

CID 1 46.4 43.5 TDA 40 92.49 80.77

CID 2 39.1 30.8 TDA 41 69.47 60.67

CID 3 61 48.4 TDA 42 80.78 70.55

CID 4 56.1 47.8 TDA 43 86.89 75.88

CID 5 42.38 35.33 TDA 44 94.21 82.27

CAA 6 43.3 37.7 TDA 45 91.05 79.51

CAA 7 35.6 28.7 TDA 46 98.66 86.16

CAA 8 37.3 32.7 TDA 47 29.36 25.64

CAA 9 41 34.7 TDA 48 89.64 78.29

CAA 10 74.8 61.3 TDA 49 88.82 77.56

CAA 11 84.35 71.67 TDA 50 60.86 53.15

CAA 12 83.7 68.54 TDA 51 80.76 70.53

CAA 13 82 69.25 TDA 52 88.68 77.44

CAA 14 77.64 64.44 TDA 53 88.69 77.45

CAA 15 77.33 59.93 TDA 54 63.21 55.2

CAA 16 81 67.1 TDA 55 63.13 55.14

CAA 17 83.62 66.2 TDA 56 90.57 79.09

CAA 18 37.67 31.74 TDA 57 89.58 78.23

CAA 19 46.85 41.55 TDA 58 101.48 88.63

CAA 20 90.27 73.9 TDA 59 82.29 71.86

CAA 21 82.56 67.58 TDA 60 75.55 65.98

CAA 22 84.36 68.56 TDA 61 70.75 61.79

CAA 23 41.95 39.49 TDA 62 26.15 22.84

CAA 24 58.4 54.45 TDA 63 92.42 80.71

CAA 25 68.29 58.86 TDA 64 88.51 77.3

CAA 26 59.98 56.49 TDA 65 101.5 88.64

CAA 27 33.63 30.97 TDA 66 86.65 75.67

CAA 28 68.73 61.17 TDA 67 100.2 87.51

CAD 29 99.25 77.33 TDA 68 83.98 73.34

CAD 30 99.28 78.62 TDA 69 72.32 63.15

TDA 31 73.27 63.98 TDA 70 92.31 80.61

TDA 32 87.31 76.24 TDA 71 83.18 72.64

TDA 33 81.76 71.4 TDA 72 86.38 75.43

TDA 34 87.31 76.24 TDA 73 69.63 60.81

TDA 35 84.72 73.99 TDA 74 81.31 71.01

TDA 36 90.29 78.85 TDA 75 90.57 79.09

TDA 37 87.13 76.09 TDA 76 74.02 64.64

TDA 38 89.81 78.43 TDA 77 62.42 54.51

TDA 39 81.75 71.4 TDA 78 41.16 37.21
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input layer contains the independent variables and the

output layer contains the dependent variables. ANNs typ-

ically start out with randomized weights for all their neu-

rons. When a satisfactory level of performance is reached

the training is ended and the network uses these weights to

make a decision [14].

The experience in this field is extracted from Semeida

[15, 16]. In his research, the multi-layer perceptron (MLP)

neural network models give the best performance of all

models. In addition, this network is usually preferred in

engineering applications because many learning algorithm

might be used in MLP. One of the commonly used learning

algorithms in ANN applications is back propagation algo-

rithm (BP) [17], which is also used in this work.

The overall dataset of 78 curve sections is divided into a

training dataset and a testing dataset. As in [18], the

training data set varies from 70 % to 90 % and the testing

data set varies from 10 % to 30 %. Model performances

are RMSE and R2 for testing and training data set in one

hand and for all data set in the other hand.

So many trials are done to reach the suitable percentage

between training and testing data that gives the best per-

formance for cars and trucks speed models. In addition,

over fitting can be avoided by randomizing the 78 curves

before training the network to reach the best performance

for both training and testing data. The performance of

testing data must be good as training data (R2 must not be

smaller than 0.7) [19].

Table 3 Correlations between V85C and independent variables

V85C NL LW PW SW MW LC DA e R

V85C

PC 1 -0.063 0.197 -0.049 -0.298** 0.857** 0.639** -0.89** -0.562** 0.675**

Sig. 0.585 0.084 0.668 0.008 0.000 0.000 0.000 0.000 0.000

NL

PC -0.063 1 -0.285* 0.992** 0.501** -0.226* 0.197 0.019 -0.111 0.149

Sig. 0.585 0.011 0 0 0.047 0.084 0.866 0.334 0.194

LW

PC 0.197 -0.285* 1 -0.165 0.015 0.347** -0.003 -0.162 -0.024 0.047

Sig. 0.084 0.011 0.149 0.897 0.002 0.982 0.158 0.838 0.684

PW

PC -0.049 0.992** -0.165 1 0.522** -0.194 0.194 0.01 -0.112 0.15

Sig. 0.668 0 0.149 0 0.089 0.088 0.928 0.329 0.189

SW

PC -0.298** 0.501** 0.015 0.522 1 -0.244* -0.284* 0.361** 0.324** -0.27**

Sig. 0.008 0 0.897 0 0.031 0.012 0.001 0.004 0.017

MW

PC 0.857** -0.226* 0.347** -0.194 -0.244* 1 0.483** -0.109 -0.147 0.521**

Sig. 0 0.047 0.002 0.089 0.031 0 0.343 0.221 0

LC

PC 0.639** 0.197 -0.003 0.194 -0.284* 0.483** 1 -0.765** -0.756** 0.965**

Sig. 0 0.084 0.982 0.088 0.012 0 0 0 0

DA

PC -0.89** 0.019 -0.162 0.01 0.361** -0.109 -0.765** 1 0.189 -0.811**

Sig. 0 0.866 0.158 0.928 0.001 0.343 0 0.094 0

e

PC -0.562** -0.111 -0.024 -0.112 0.324** -0.147 -0.756** 0.189 1 -0.744**

Sig. 0 0.334 0.838 0.329 0.004 0.221 0 0.094 0

R

PC 0.675** 0.149 0.047 0.15 -0.27* 0.521** 0.965** -0.811** -0.744** 1

Sig. 0 0.194 0.684 0.189 0.017 0 0 0 0

PC Pearson correlation coefficient, Sig. Sig. (two-tailed)

* Correlation is significant at the 0.05 level (two-tailed); ** correlation is significant at the 0.01 level (two-tailed)

29Application of artificial neural networks for operating speed prediction at horizontal curves: a case study in Egypt

___________________________ WORLD TECHNOLOGIES ________________________



Table 4 Correlations between V85T and independent variables

V85T NL LW PW SW MW LC DA e R

V85T

PC 1 -0.146 0.192 -0.13 -0.355** 0.88** 0.625** -0.891** -0.557** 0.667**

Sig. 0.203 0.067 0.258 0.001 0 0 0 0 0

NL

PC -0.146 1 -0.285* 0.992** 0.501** -0.226* 0.197 0.019 -0.111 0.149

Sig. 0.203 0.011 0 0 0.047 0.084 0.866 0.334 0.194

LW

PC 0.231* -0.285* 1 -0.165 0.015 0.347** -0.003 -0.162 -0.024 0.047

Sig. 0.042 0.011 0.149 0.897 0.002 0.982 0.158 0.838 0.684

PW

PC -0.13 0.992** -0.165 1 0.522** -0.194 0.194 0.01 -0.112 0.15

Sig. 0.258 0 0.149 0 0.089 0.088 0.928 0.329 0.189

SW

PC -0.355** 0.501** 0.015 0.522** 1 -0.244* -0.284* 0.361** 0.324** -0.27*

Sig. 0.001 0 0.897 0 0.031 0.012 0.001 0.004 0.017

MW

PC 0.88** -0.226* 0.347** -0.194 -0.244* 1 0.483** -0.111 -0.151 0.521**

Sig. 0 0.047 0.002 0.089 0.031 0 0.332 0.213 0

LC

PC 0.625** 0.197 -0.003 0.194 -0.284* 0.483** 1 -0.765** -0.756** 0.965**

Sig. 0 0.084 0.982 0.088 0.012 0 0 0 0

DA

PC -0.891** 0.019 -0.162 0.01 0.361** -0.111 -0.765** 1 0.171 -0.811**

Sig. 0 0.866 0.158 0.928 0.001 0.332 0 0.124 0

e

PC -0.557** -0.111 -0.024 -0.112 0.324** -0.151 -0.756** 0.171 1 -0.744**

Sig. 0 0.334 0.838 0.329 0.004 0.213 0 0.124 0

R

PC 0.667** 0.149 0.047 0.15 -0.27* 0.521** 0.965** -0.811** -0.744** 1

Sig. 0 0.194 0.684 0.189 0.017 0 0 0 0

PC Pearson correlation coefficient, Sig. Sig. (two-tailed)

* Correlation is significant at the 0.05 level (two-tailed); ** correlation is significant at the 0.01 level (two-tailed)
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Fig. 2 Measured and predicted V85C for models 1 (a) and 2 (b)
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3 Data analysis, results, and final models

3.1 Correlation analysis

The correlations among V85C and V85T on curve sections and

the nine independent variables are analyzed. As shown in

Tables 3 and 4, respectively, Pearson correlation coefficient

and the value of significant are calculated by SPSS. It can be

seen from Table 3, there are relatively significant correlations

among V85C and six independent variables. These variables

are SW, MW, LC, DA, e, and R. Also, Table 4 shows significant

correlations among V85T and these six independent variables.

Then, these variables are introduced into the multiple linear

regression models. Consequently, stepwise regression ana-

lysis is used to select the most statistically significant inde-

pendent variables with V85C and V85T in one model. Also,

these variables are included in final ANN models.

3.2 Final models

3.2.1 Regression models

Car models There are two models that are statistically

significant with V85C after stepwise regression using SSPS

Package. All the variables are significant at the 5 % sig-

nificance level (95 % confidence level) for these two

models. In other words, P value is less than 0.05 for all

independent variables. Finally, many models are excluded

due to poor significance with V85. Therefore, the best

models are shown in Eqs. (2) and (3), and in Fig. 2.

V85C ¼ 106:17� 1:19� DA; ð2Þ

whereas Radj
2 = 0.79, and RMSE = 10.1,

V85C ¼ 64:456� 0:76� DA þ 5:706�MW; ð3Þ

whereas Radj
2 = 0.892, and RMSE = 7.2.

Investigation of the previous results shows that:

• Model 2 is better than model 1 as it has better Radj
2 , and

lower RMSE.

• The negative sign of the coefficient for DA means that

V85C decreases with the increase of DA. Then, the higher

DA for curves is more disturbing for drivers. This result

is similar to Ref [20] and consistent with logic.

• The positive sign of the coefficient for MW means that

V85C increases with the increase of MW. In other word,

the wider median width encourages the drivers to

increase their speed on horizontal curve as the opposite
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Table 5 Performances for the best ANN model (cars and trucks)

Model type Performance Training

(63 samples)

Testing

(15 samples)

Overall

model

Cars R2 0.935 0.901 0.932

RMSE 5.84 5.51 5.77

Trucks R2 0.953 0.923 0.95

RMSE 4.29 4.51 4.33
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traffic is far from the field of vision. This result is

similar to Refs [9, 21], and consistent with logic.

• Although SW, R, e, and LC have considerable effect on

operating speed, but they are excluded from the statistical

model, because there is multicollinearity among these

independent variables. Therefore, the modeling with

other technique is necessary to assure these results.

Truck models The same steps are used to reach the best

truck models as car models. There are two models that are

statistically significant with V85T. These models are shown

in Eqs. (4) and (5), and in Fig. 3.

V85T ¼ 94:45� 1:028� DA; ð4Þ

whereas Radj
2 = 0.791, and RMSE = 9.19,

V85T ¼ 51:894� 0:619� DA þ 5:41�MW; ð5Þ

whereas Radj
2 = 0.915, and RMSE = 5.49.

Investigation of the previous results shows that:

• Model 2 is the best model as it has the maximum Radj
2 ,

and the lowest RMSE.

• As car model, the coefficients of DA and MW have

similar signs. Then, the same conclusions can be

extracted.

3.2.2 ANN models

Car model As a result of correlation analysis, there are six

independent variables that are highly correlated with V85C.

These variables are in input layer. One hidden layer is used,

and one desired variable (V85C) is in output layer with 78

observations used. The architecture of the ANN model is

shown in Fig. 4. The curves are divided into training data

set that has 63 curves (80 % of all observations), and
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testing data set that has 15 curves (20 % of all sites). Many

trials are done to reach this percentage between training

and testing data which gives the best model performance in

the present case.

The number of neurons in hidden layer is about half of

the total number of neurons at the input and output layers

(thee neurons), which is set based on generally accepted

knowledge in this field. Using the learning rule of momen-

tum, the suitable number of iterations is 5,000. The previous

conditions are suitable for quick convergence of the problem

[15, 16]. As a result of training and testing processing, the

performances of the best model for training (63 samples)

and testing (15 samples) data set are presented in Table 5.

The observed versus predicted values are shown in Fig. 5.

It is clear that the ANN models give better and most con-

fident results than the regression models. In order to measure

the importance of each explanatory variable, general influ-

ence (sensitivity about the mean or standard deviation) is

computed based on the trained weights of ANN. For the

specified independent variable, if this value (sensitivity

about the mean) is higher than other variables, this indicates

that the effect of this variable on dependent variable (V85C)

is higher than other variables. Also, Fig. 5 shows the sen-

sitivity of each explanatory variable in the selected model. It

is found that the most influential variable on V85C is R,

followed by MW. The relationships between each effective

input variable and V85 C are shown in Fig. 6. It is concluded

that V85C increases with the increase of R. In addition, V85C

decreases with the increase of DA. These results are more

accurate than the regression models and rational.

Truck model The same steps are executed as car models.

Also, training of 63 samples and testing of 15 samples give

the best model performances. These results are presented in

Table 5. The predicted versus observed values and the

sensitivity analysis are shown in Fig. 7. It is found that the

most influential variable on V85T is MW, followed by DA.
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The relationships between each effective input variable and

V85T are shown in Fig. 8. It is concluded that V85T increases

with the increase of MW. In addition, V85T decreases with

the increase of DA. These results are more accurate than the

regression models and consistent with logic.

4 Conclusions

The current paper presents new modeling techniques for

predicting operating speed on horizontal curves at multi-

lane highways in Egypt. The findings of this paper are

summarized as:

(1) The ANN models give better, more confident, and

logic results than the regression models in terms of

predicting V85 for both cars and trucks.

(2) For cars, the best ANN model gives R2 and RMSE

equal to 0.932 and 5.77, respectively, for overall data

set compared with the best regression model which

gives R2 and RMSE equal to 0.892 and 7.2, respec-

tively, for all data set.

(3) For trucks, the best ANN model gives R2 and RMSE

equal to 0.95 and 4.33, respectively, for overall data

set compared with the best regression model which

gives R2 and RMSE equal to 0.919 and 5.43,

respectively, for all data set.

(4) For ANN model, the most influential variable on V85C is

R, followed by MW. The increase of R from 168 to

642 m leads to an increase of V85C from 45 to 92 km/h.

In addition, the increase of MW from 3.3 to 6.8 m leads

to an increase in V85C from 69 to 90 km/h.

(5) For ANN model, the most influential variable on V85T

is MW, followed by DA. The increase of MW from 3.4

to 6.9 m leads to an increase in V85T from 54 to

80 km/h. Also, the increase of DA from 12� to 46�
leads to a decrease of V85T from 82 to 51 km/h.

The previous results are useful for controlling V85 on

horizontal curves for multi-lane rural highways. V85 can be

controlled by targeting curve factors to improve the safety

performance of the curved sections of highways. This is so

beneficial for road authorities in Egypt.

Finally, future research should be conducted to add two-

lane rural roads and sloping sections to the present sites in

order to explore the impact of them on operating speed.
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The time and space characteristics of magnetomotive force
in the cascaded linear induction motor

Dajing Zhou • Jiaqing Ma • Lifeng Zhao •

Xiao Wan • Yong Zhang • Yong Zhao

Abstract To choose a reasonable mode of three-phase

winding for the improvement of the operating efficiency of

cascaded linear induction motor, the time and space char-

acteristics of magnetomotive force were investigated. The

ideal model of the cascaded linear induction motor was

built, in which the B and C-phase windings are respectively

separated from the A-phase winding by a distance of d and

e slots pitch and not overlapped. By changing the values of

d and e from 1 to 5, we can obtain 20 different modes of

three-phase winding with the different combinations of d

and e. Then, the air-gap magnetomotive forces of A-, B-,

and C-phase windings were calculated by the magneto-

motive force theory. According to the transient superpo-

sition of magnetomotive forces of A-, B-, and C-phase

windings, the theoretical and simulated synthetic funda-

mental magnetomotive forces under 20 different arrange-

ment modes were obtained. The results show that the

synthetic magnetomotive force with d = 2 and e = 4 is

close to forward sinusoidal traveling wave and the syn-

thetic magnetomotive force with d = 4 and e = 2 is close

to backward sinusoidal traveling wave, and their ampli-

tudes and wave velocities are approximately constant and

equal. In both cases, the motor could work normally with a

high efficiency, but under other 18 arrangement modes

(d = 1, e = 2; d = 1, e = 3; d = 1, e = 4;…), the syn-

thetic magnetomotive force presents obvious pulse vibra-

tion and moves with variable velocity, which means that

the motor did not work normally and had high energy loss.

Keywords Linear induction motor �
Three-phase winding � Magnetomotive force

1 Introduction

Linear motor is a kind of electrical equipment which can

directly convert the electrical energy to linear movement.

Compared with traditional rotating machine, the drive

system of linear motor works without the intermediate

gearing, which simplifies the driver system, and makes its

linear velocity unlimited and moving process without

mechanical touch. In addition, the noise level of linear

motor is very low. For all these characteristics, linear motor

is widely applied to high-speed ground transportation [1–4].

When the pole number of a linear motor is not less than

six, the values of negative-sequence current and zero-

sequence current are much small compared with the posi-

tive sequence current; thus their influence on the cascaded

linear motor can be ignored [5, 6]. In this case, the

asymmetry of three-phase current will not be considered.

With three-phase symmetrical current flowing into three-

phase winding, linear motor will produce a traveling

magnetomotive force (MMF) wave in the air-gap between

primary and secondary windings. Since the energy

exchange in mechanic-electronics is achieved by the air-

gap magnetic field of linear motor [7], the time and space

characteristics of the MMF wave directly affect the oper-

ating efficiency and energy consumption in linear motor.
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The motor can work efficiently with the waveform of the

MMF close to a sinusoidal traveling wave [8].

The finite element method (FEM) is an effective and

accurate method to investigate the linear motor character-

istics. Lu et al. [9] analyzed the features of air-gap mag-

netic field in large air-gap linear induction motor. Selcuk

and Kurum [10] built a simplified FEM model of an actual

short primary linear induction motor and solved it for air-

gap magnetic field distribution. Lu et al. [11] analyzed the

two-dimensional transient air-gap magnetic field of long

primary induction motor with the help of FEM. Li et al.

[12] studied the characteristics of temperature field for

tubular linear motor with the FEM. In this paper, we will

solve the single-phase winding MMF and three-phase

winding-synthesized MMFs in single-side linear induction

motor (SLIM) by the classical theory of MMF [13] and

adopt the FEM to validate the theoretical results. The work

conditions and efficiency of SLIM are then optimized by

analyzing MMF characteristics with different three-phase

winding arrangement.

2 Theoretical analysis and simulation model for SLIM

2.1 The MMF of A-phase winding

The established theoretical model of SLIM is shown in

Fig. 1, in which the leak flux in this model is ignored. In

this model, it is assumed that primary and secondary are

infinite long, primary iron yoke is not in magnetic satura-

tion, the magnetoconductivity of primary and secondary is

infinite, and magnetic induction intensity only contains the

component in the y axis direction. It is also assumed that

the current flows along the z axis direction, the equivalent

air-gap d between primary and secondary is distributed

evenly along the x axis direction, the magnetic potential

difference of three-phase winding is distributed evenly

along the air-gap, the number of pole pairs is p and pole

pitch is three slots pitch long, and the three-phase wingding

is a bi-layered full-pitch winding.

Without loss of generality, the sinusoidal current as

shown in Eq. (1) is assumed flowing into A-phase wing-

ding, i.e.,

iA ¼
ffiffiffi
2
p

IA cos xt: ð1Þ

With reference to Fig. 1, according to the Ampere’s

circuital Law, A-phase winding MMF in air-gap can be

expressed as [14]

fA ¼ Hy � d ¼ N � iA when� p
2
� 2mp� h� p

2
� 2mp;

ð2aÞ

fA ¼ �Hy � d ¼ �N � iA when
p
2
� 2mp� h� 3p

2
� 2mp;

ð2bÞ

where m = 1, 2, 3, …, electrical angle h = px/s, the

number of turns in series winding N = 2pNc, and Nc is the

number of turns in a single coil.

Since the quantity fA(h) represents a periodic square

wave along the air-gap, it can be represented by the Fourier

series as

fAðhÞ ¼ fA1 cos hþ fA3 cos 3hþ fA5 cos 5hþ � � �
þ fAn cos nh; ð3Þ

where fAn is

fAn ¼
4

T

ZT
2

0

fAðhÞ cosðnx0hÞdh ¼ 1

n
� 4
p
� NiA sin n

p
2
; ð4Þ

n = 1, 2, 3, …
Substituting Eqs. (1) and (4) into Eq. (3), we have the

instantaneous value of A-phase wingding MMF:

fAðh; tÞ ¼
4
ffiffiffi
2
p

p
NIA cos h� 1

3
cos 3hþ 1

5
cos 5h

�

� � � � þ 1

n
sinðn p

2
Þ cos nh

�
cos xt: ð5Þ

From Eq. (5), we can find that A-phase winding MMF

after the Fourier series transformation can be decomposed

Fig. 1 The theoretical model of SLIM and A-phase winding MMF distribution diagram
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into fundamental wave and a series of higher harmonics,

and the amplitudes of fundamental wave and higher

harmonics pulse over time with the current frequency.

Because fundamental wave determines the energy

conversion of linear motor and its main performance, it

is most important and fundamental to analyze the

fundamental MMF [15].

2.2 The MMFs of three-phase winding

As shown in Fig. 2, when the B and C-phase windings are

respectively d and e slots pitch away from the A-phase

winding, we can obtain the MMF of B-phase winding and

C-phase winding respectively by moving the MMF of A-

phase winding pd/3 and pe/3 along the positive direction of

h axis, respectively.

Let three-phase current flow into three-phase winding,

through above analysis we can obtain the expression of the

fundamental MMF for A, B, C phase windings,

respectively,

FAðh; tÞ ¼
4
ffiffiffi
2
p

p
NIA cosðhÞ cosðxtÞ; ð6aÞ

FBðh; t; dÞ ¼
4
ffiffiffi
2
p

p
NIA cos h� 1

3
pd

� �
cos xt � 2

3
p

� �
;

ð6bÞ

FCðh; t; eÞ ¼
4
ffiffiffi
2
p

p
NIA cos h� 1

3
pe

� �
cos xt þ 2

3
p

� �
:

ð6cÞ

Adding the instantaneous values of fundamental MMF

with A, B, C phase windings, we have the fundamental

MMFs:

Fðh; t; d; eÞ ¼ FAðh; tÞ þ FBðh; t; dÞ þ FCðh; t; eÞ: ð7Þ

According to the theoretical model of SLIM, the values

of d and e can be taken from 1, 2, 3, 4 and 5 in a cycle of

MMF, so that the number of arrangement modes of three-

phase winding is 20 with the combination between d and e.

The results of fundamental MMFS with different

arrangements of three-phase windings will be analyzed

later.

2.3 The simulation model for SLIM

The simulation model of SLIM is established by Ansoft

Maxwell as shown in Fig. 3. Table 1 presents the specific

parameters related to this model. Different simulation data

of MMFs will be obtained by changing the relative posi-

tions of three-phase winding.

3 Results and analysis

3.1 The MMFs with d = 1 and e = 2

Referring to Fig. 2, we move B-phase winding and C-phase

winding from the position of A-phase winding 1 slot pitch

and 2 slots pitch, respectively. Then, substitute d = 1 and

e = 2 into Eq. (7) and the expression of fundamental

MMFs is calculated by trigonometric formula [16]:

Fðh; t; 1; 2Þ ¼ 2
ffiffiffi
2
p

p
NIA½2 cosðxt þ hÞ þ cosðxt � hÞ

�

þ cosðxt þ h� pÞ þ cos xt � h� 1

3
p

� �

þ cos xt � hþ 4

3
p

� ��
ð8Þ

The MMF is composed of three forward traveling waves

and two back traveling waves referring to Eq. (8), and the

results are shown in Fig. 4. As can be seen in Fig. 4a, when

the spatial MMF waveform is at the transient time of

xt = 0, p/2, p, 3p/2, respectively, and with a scaling factor

b ¼ 2
ffiffiffi
2
p

NIA=p, the MMF pushes to the left in space and

exists obvious vibration. The movement with variable

velocity is shown in Fig. 4c, d. These features will reduceFig. 2 Three-phase winding distribution diagram

Fig. 3 The simulation model of SLIM
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the efficiency of linear motor thrust in the horizontal

direction, and at the same time also bring high energy loss.

According to the simulation model for SLIM, when

arranging three-phase winding to be d = 1 and e = 2, the

simulation transient waveform of the MMF is shown in

Fig. 4b, which further validates the characteristics of MMF

with d = 1 and e = 2.

3.2 The MMFs with d = 2, e = 4, and d = 4, e = 2

In order to keep the amplitude and wave velocity of MMF

invariant over time and avoid the pulse vibration and

movement with variable velocity of MMF, we solved the

MMFs under different arrangements of three-phase wind-

ing. The result indicates that the MMFs in the condition of

d = 2, e = 4 or d = 4, e = 2 are a traveling wave with its

amplitude and velocity being constant as shown in Fig. 5a,

c, which are expressed, respectively, by Eqs. (9a) and (9b):

Fðh; t; 2; 4Þ ¼ 6
ffiffiffi
2
p

p
NIA cos xt � hð Þ; ð9aÞ

Fðh; t; 4; 2Þ ¼ 6
ffiffiffi
2
p

p
NIA cos xt þ hð Þ; ð9bÞ

where h ¼ k � x ¼ p
s � x.

From Fig. 5a, c, we can see that F(h, t, 2, 4) is a forward

traveling wave and F(h, t, 4, 2) is a backward traveling

wave. Their amplitude and wave velocity can be expressed

as

Fmðh; t; 2; 4Þ ¼ Fmðh; t; 4; 2Þ ¼
6
ffiffiffi
2
p

p
NIA; ð10aÞ

mðh; t; 2; 4Þ ¼ mðh; t; 4; 2Þ ¼ x
k
¼ s � x

p
: ð10bÞ

Table 1 SLIM parameters for simulation model

Parameter Value Parameter Value

Virtual current IA 8 A Air-gap d 0.5 mm

Power frequency f 50 Hz Slots per pole per phase q 1

Pole pitch s 36 mm Turns per coil Nc 60

Pole pairs p 8

0 4 8 12 16
-3

-2

-1

0

1

2

3

4

5

ω t=0      ω t=π/2
ω t=π ω t=3π/2

F 
/β

θ /(rad)

0 4 8 12 16 20
-600

-400

-200

0

200

400

600

800

ω t=0      ω t=π/2
ω t=π ω t=3π/2

H
y /

(A
/k

m
)

θ /(rad)

(a) (b)

(c) (d)

1.0

1.5

2.0

2.5

3.0

2π7π /43π /25π /4π3π /4π /2π /40

F m
 /β

ω t /(rad)

0.0

0.5

1.0

1.5

2.0

2π7π /43π /25π /4π3π /4π /2π /40

v 
/v

m
ax

ω t /(rad)

Fig. 4 The MMFs with d = 1 and e = 2 and its amplitude and velocity characteristics. a theoretical fundamental MMFs. b simulated MMFs. c
amplitude of theoretical fundamental MMF. d velocity of theoretical fundamental MMF

38 Traffic Engineering and Transport Planning

___________________________ WORLD TECHNOLOGIES ________________________



Based on the simulation model for SLIM, we also

changed the arrangement mode of three-phase winding to

d = 2, e = 4 and d = 4, e = 2, respectively, and obtained

the MMFs simulated by Ansoft Maxwell. The results are

shown in Fig. 5b, d. Since the simulation model for SLIM

is not fully ideal and its MMFs contain other higher

harmonics, the MMFs are close to sinusoidal traveling

wave with constant amplitude and velocity.

4 Conclusion

Based on the classical MMF theory of rotating machine, we

established the theoretical model and simulation model for

SLIM, in which three-phase winding has 20 arrangement

modes in a cycle of MMF, and the arrangement mode

determines the time and space characteristics of MMFs.

Through the calculation with electromagnetic theory and

finite element software simulation, we solved and discussed

the MMFs under 20 arrangement modes of three-phase

winding, respectively. On the basis of the above analysis

results, the conclusions are drawn as follows:

(1) The MMFs with d = 2 and e = 4 are close to

sinusoidal wave, and it travels toward the positive

direction with the constant amplitude and velocity. In

this case, the motor can work normally with a high

efficiency.

(2) The MMFs with d = 4 and e = 2 are close to

sinusoidal wave, and travel toward the negative

direction with the constant amplitude and velocity.

Also the motor can work normally with a high

efficiency.

(3) In other 18 conditions, the MMFs show obvious pulse

vibration and movement with variable velocity, such

as the MMFs under d = 1, e = 2. This means that the

motor does not work normally, and instead it has high

energy loss.
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Optimal control system of the intermittent bus-only approach

Jie Jiang • Yu-lin Chang

Abstract To guarantee bus priority with a minimum

impact on car traffic at intersections, an optimal control

system of the intermittent bus-only approach (IBA) was

proposed. The problems of the existing system are first

solved through optimization: the judgment time of the IBA

system was advanced to allow a bus to jump car queues if

the bus was detected to arrive at the intersection, and the

instant that the IBA lane became available to cars was

controlled dynamically to increase the capacity of the IBA

lane. The total car delay in one cycle was then analyzed

quantitatively when implementing the optimal control

system. The results show that in comparison with the

existing system of the IBA, the car delay is greatly reduced

and the probability of a car stopping twice is low after

optimizing the IBA system.

Keywords Intermittent bus-only approach � Bus priority �
Optimal control � Car delay � Bus detection

1 Introduction

Since intersections are bottlenecks of urban traffic, a public

transport priority strategy can only be truly implemented

by guaranteeing bus priority at intersections. There are two

aspects of providing priority to buses at intersections: time

prioritizing and space prioritizing. The assigning of a

dedicated bus lane (DBL) removes one lane from car use to

provide buses with space priority, while transit signal pri-

oritization (TSP) provides buses with time priority through

adjustment of the signal phases of traffic lights. The ben-

efits of these solutions have been highlighted by a handful

of studies [1–3]. Unfortunately, there are two major prob-

lems associated with bus prioritization. (1) When the fre-

quency of buses arriving at an intersection is low, the

assignment of a DBL may be a waste of road resources and

may reduce traffic capacity. (2) TSP is less effective for

heavy traffic, since the signals have to accommodate not

only the bus but also the car traffic in which the bus is

embedded.1

To overcome these drawbacks, Viegas and Lu proposed

the concept of an intermittent bus lane (IBL) that is

intermittently open to buses exclusively and then all

vehicles when not being used by buses [4–6]. This system

restricts cars from changing into the bus lane ahead of a

bus, but does not request those cars already in the bus lane

to leave the lane. Therefore, there are both buses and cars

in the IBL at an intersection. To ensure bus priority, TSP is

often included to flush the queues in arterial streets and

clear the way for the bus. Nevertheless, these signal

adjustments may decrease the amount of green-phase time

allocated to side streets, thus reducing their capacity and

increasing delay. Eichler and Daganzo [7] studied a bus

lane with intermittent priority (BLIP), which is a variant of

the IBL. In the case of the BLIP, cars are forced out of the

lane reserved for the bus with variable-message signs

(VMSs), and buses can jump car queues at intersections.

Therefore, the BLIP does not require changes to the set-

tings of signals. In this paper, the author employs kinematic

J. Jiang � Y. Chang (&)

School of Automobile and Traffic Engineering, Jiangsu

University, Zhenjiang 212013, China

e-mail: ylchang@ujs.edu.cn

1 To leave side streets as unaffected as possible, a reduction in the

duration of their green phase due to the passage of a bus is made up in

subsequent cycles by an offsetting increase of the same magnitude.

Thus, the arterial red-phase time will increase in the headway

following the passage of a bus. This will increase the car delay which

is more than offset by the benefit to bus when car demand is high.
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wave theory to evaluate the BLIP roughly. The control

system of the BLIP is considered to be a black box with no

explicit commands or steps.

Xie et al. [8] introduced a control system of an inter-

mittent bus-only approach (IBA) for a single intersection,

which focuses on bus spatial prioritization at an intersec-

tion with no change in signal timing. This system sets the

start of the red phase as the initial time of one cycle, and

then, in the period of the system reaction time before the

red phase starts, judges whether there is a bus arriving at

the intersection within a given period of the next signal

cycle, where the period is the queuing and dissipating time

of cars when the IBA lane is available to cars. If there is a

bus arriving, the IBA lane is reserved for the bus and cars

are restricted from entering the lane in this given period; if

not, the IBA lane is available to cars in the next cycle.

Unfortunately, this control system does not consider that

some cars that enter the IBA toward the end of the green

phase in this cycle may fail to pass the intersection, and

they queue at the stop line ahead of the bus in the next

cycle, thus delaying the bus. Moreover, the period in which

cars are restricted from using the IBA lane may reduce the

road capacity when car traffic is heavy.

For the case of an intersection with low bus frequency,

this paper optimizes the existing system of the IBA to solve

the above issues and then quantitatively analyzes car delay

to determine the efficiency of the optimal IBA system.

2 Optimal control system of the IBA

The following assumptions and simplifications are made.

(1) Car arrival and dissipation rates at intersections are

constant.

(2) No residual car queue persists for more than one cycle

even after the implementation of the IBA.

(3) When there is more than one approach in the same

direction, cars choose the approach for which the

queue is shorter. Approaches having the same queue

length have the same car inflow.

(4) The bus frequency is low. There is no more than one

bus arriving at the intersection within one cycle.

(5) The delay associated with the acceleration and

deceleration of cars and buses is not taken into

account.

To guarantee a bus spatial priority, it is necessary to

ensure the bus reaches the stop line of intersection without

a car ahead of it during the red phase, or the bus passes

through the intersection without interference from dissi-

pation of the downstream car queue during the green phase.

Therefore, the IBA system should make a judgment at an

earlier instant time before the red phase of the next cycle

starts to clear the IBA lane in the case when a bus is

arriving. The judgement time can be advanced quantita-

tively to match the time cars take to travel from the loca-

tion of a VMS to the stop line. Furthermore, after cars are

restricted from entering the IBA lane, when the IBA lane

will again be available to cars is controlled dynamically

depending on the bus arrival time. If the bus is arriving at

the stop line during the red phase of the next cycle, once it

has been detected passing the VMS, cars following the bus

are allowed to enter the IBA lane thereafter. If the bus is

arriving during the green phase, cars reaching the stop line

during the green phase are allowed to enter the IBA lane,

because these cars can pass through the intersection with-

out creating a queue that would disrupt the bus. While

considering that it takes time for cars to travel from the

location of the VMS to the stop line, the IBA lane will be

open to cars prior to the start of the green phase.

We next specify how the optimal control system of the

IBA works. Figure 1 depicts the optimal IBA layout. The

figure shows a VMS set on a section of road. The VMS

informs drivers of the status of the IBA lane so that they

can choose an appropriate approach in advance. The dis-

tance between the VMS and stop line is l.2

The optimal control system of the IBA comprises the

following steps.

(1) At the time instant that is (Dt ? l/vc) earlier than the

start of the red phase in the next cycle, the queuing

and dissipation time tm of cars when the IBA is open

to cars is calculated, where Dt is the reaction time of

the system and vc is the average speed of cars.

(2) The initial researching radius R’ is calculated.

Rd
’ \ R’ \ Ru

’ , where Ru
’ and Rd

’ are the upper and

lower limits of the initial researching radius, respec-

tively. Ru
’ = (tm ? Dt ? l/vc)vb and Rd

’ = (Dt ? l/

vc)vb, where vb is the average speed of buses.

(3) The number of bus stops i and j that are within the

upper and lower limits of the researching radius,

respectively, are detected.

(4) The researching radius R is determined; Rd \ R \ Ru.

Ru = (tm ? Dt ? l/vc – its)vb and Rd = (Dt ? l/vc –

jts)vb, where ts is the average dwell time at one bus

stop.

(5) The distance L between the current position of the bus

and the stop line is calculated.

(6) If L [ {R | Rd \ R \ Ru}, cars are restricted from

entering the IBA lane immediately, and the system

2 The positioning of the VMS at the start of the lane-changing section

of road is slightly unrealistic. To ensure that cars can change lanes

appropriately, the VMS should be moved far from the intersection.

We do not consider the suitability of length l in this paper, because it

would require a study of driver lane-changing maneuvers affected by

many factors.
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advances to step (7). If not, cars are allowed to enter

the IBA lane in the next cycle.

(7) If the bus is detected to pass the IBA before the

instant that is (Dt ? l/vc) earlier than the start of the

green phase, the IBA lane is made available to cars as

soon as the bus is detected. If not, the IBA will be

made available to cars at the instant (Dt ? l/vc) earlier

than the start of the green phase.

This system uses the Global Positioning System to get

information of the current bus position, provide basic data

to calculate L, and to detect whether the bus has passed the

VMS.

3 Analysis of car delay

Since the bus can jump car queues and travel unhindered

by cars at the intersection, bus spatial priority is guaran-

teed. There is no change in the bus delay before and after

the IBA control system is optimized. The paper, therefore,

focuses on analyzing the car delay when implementing the

optimal control system of the IBA.

As illustrated by Fig. 1, we assume that the bus at the

signalized intersection is traveling straight ahead and that

there are two lanes in which vehicles can travel straight

through the intersection: lane 1, which is open to cars, and

lane 2, which is the IBA lane. We then set the instant that

the red phase starts as the initial time of the signal cycle

and denote the cycle length as c, the duration of the red

phase as r, the duration of the green phase as g = c-r (the

duration of the yellow phase and the time taken for the bus

to depart are not considered), the car arrival rate as q, and

the saturation flow rate of a single lane as s. It is note-

worthy that q is usually less than s.3

If there is no bus arriving in the next cycle or the bus is

arriving at the stop line in the interval (tm, c], then L is out

of the research radius and lane 2 is made available to cars

in the next cycle. Figure 2 depicts the course of cars

arriving and leaving when the IBA lane is made available

to cars. The slope of the line AB is the car arrival rate q, and

the slope of the line CB is the car dissipation rate 2s. The

queuing and dissipating time is tm = 2sr/(2s-q) and the

total car delay is D = qsr2/(2s-q).

If there is a bus arriving at the stop line in the interval (0,

tm], L is in the research radius and cars are prevented from

entering lane 2. The time at which lane 2 is again made

available to cars depends on the bus arrival time, which

affects the IBA utilization rate, thus resulting in a differ-

ence in the car delay. Hence, according to the dissipation

time of lane 2, (0, tm] can be divided into three parts sep-

arated by t1 and r. When the bus arrives in the interval (0,

t1], the car queues fully dissipate in the two lanes at the

same time; when the bus arrives in the interval (t1, r],

queued cars dissipate more quickly in lane 2 than in lane 1;

when the bus arrives in the interval (r, tm), cars pass

through the green signal without queuing in lane 2.

Let t be the instant that the bus arrives at the stop line.

Figure 3 shows the course of cars arriving and leaving

when t [ (0, t1]. In the figure, the lines ABCD and GFCD

are the traffic arrival curves of lanes 1 and 2, respectively.

Cars are allowed to drive only in lane 1 owing to the

restriction of lane 2 in the interval (0, t], which means that

the slope of the line segment AB is q. Lane 2 then becomes

available to cars at t. According to existing criteria of

passenger car equivalents [9], the bus arriving at t is equal

to two cars and can be represented by the line GF, which

has length of 2. Since the queue in lane 2 is shorter than

that in lane 1, cars following the bus will choose to enter

lane 2 instead of lane 1 (recalling assumption (3)), and the

slope of line FC is thus q and that of line BC is zero. After

the car queues in the two lanes become the same length,

arriving cars divide into the two flows with the same flow

rate, and the slope of CD is thus q/2. The traffic dissipation

I B A

l

Lane 2

VMS

Lane 1

Fig. 1 Optimal layout of the IBA
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2sq

r g
tm

Time

Cumulative 
vehicles

Fig. 2 Course of cars arriving and leaving when the IBA lane is

available to cars

3 This is reasonable in that we note that the car demand is bounded by

the approach capacity of the signalized intersection, namely q \ 2sg/

c, where the green ratio, g/c is often less than 1/2.
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curves of lanes 1 and 2 overlap as represented by the line

segment HD, with slope s.

In Fig. 3, the areas of polygons ABCDH and FCDE are,

respectively, the car delays in lanes 1 and 2. We denote the

total car delay in one cycle when t [ (0, t1] as Dop1, the area

of ABCDH as SABCDH, and the area of FCDE as SFCDE. It

follows from geometry that

Dop1¼ SABCDH þ SFCDE

¼ qr2s2 þ 2qrs� 2sþ 2q

sð2s� qÞ ð0\t� t1Þ:
ð1Þ

The queuing and dissipation time top1 shown in Fig. 3 is

given by

top1 ¼ ð2þ 2srÞ=ð2s� qÞ ð0\t� t1Þ : ð2Þ

We note that Dop1 and top1 are independent of t. From a

macroscopic view, cars arrive at a flow rate q and discharge

from the two lanes at a saturation flow rate 2s. Consequently,

Dop1 and top1 are constant and approximate D and tm.

Furthermore, we find the differences between Dop1 and

D and between top1 and tm are caused by the bus in front of

the queue of cars.

When the bus arrives at critical time t1, the queue length

of lane 2 is exactly equal to that of lane 1 at the end

moment of dissipation. We then have

t1 ¼ ðsqr þ 2sÞ=ð2qs� q2Þ
r

�
s [ q2r=ðqr � 2Þ
q\s� q2r=ðqr � 2Þ : ð3Þ

The course of cars arriving and leaving when t [ (t1, r]

is shown in Fig. 4. The lines ABC and GFD are,

respectively, the traffic arrival curves of lanes 1 and 2.

Again, cars are only allowed to enter lane 1 in the interval

(0, t], and the slope of the line AB is q. Lane 2 is then

made available to cars at instant t (represented by the line

GF). Before the car queue dissipates completely from lane

1, the queue length of lane 2 never exceeds that of lane 1.

Therefore, no car will choose to enter lane 1 after t, the

slope of BC is zero, and the slope of FD is q. The line

segments HC and HD are the traffic dissipation curves of

lanes 1 and 2, with the same slope s. Note that HD is

shorter than HC, meaning that the queue in lane 2 will

fully dissipate at an early instant time t0.

In Fig. 4, the areas of polygons ABCH and FDE are,

respectively, the car delays in lanes 1 and 2. The total car

delay in a single cycle when t [ (t1, r] is denoted as Dop2,

the area of ABCH as SABCH, and the area of FDE as SFDE.

We then have

Dop2¼ SABCH þ SFDE

¼ qrt� qt2

2
þ q2t2

2s
þ qsðr� tþ 2=sÞ2

2ðs� qÞ ðt1\t� rÞ:

ð4Þ

Let top2 denote the queuing and dissipation time, such that

top2 ¼ qt=sþ r ðt1\t� rÞ: ð5Þ

From Eqs. (4) and (5), we find that there is a quadratic

functional relation between Dop2 and t and a linear

functional relation between top2 and t when t [ (t1, r].

Figure 5 depicts the course of cars arriving and leaving

when t [ (r, tm]. The line ABC is the traffic arrival curve of

lane 1. Lane 1 is open to cars, whereas cars are restricted

from entering lane 2 during the red phase, and the slope of

the line AB is thus q. Since cars arriving at the stop line

during the green phase can pass through the intersection

without stopping, no car will choose to enter lane 1 after

r until the previous queue has discharged, and the slope of

the line BC is thus zero. The line segment DC is the traffic

dissipation curve of lane 1, having slope s.

In Fig. 5, the area of polygon ABCD is the car delay in

lane 1. Because cars can pass through the green signal from

lane 2 without delay, the total car delay is the area of

ABCD. We denote the total car delay in a single cycle when

t [ (r, tm] as Dop3, and the area of ABCD as SABCD. We then

have
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Dop3 = SABCD

¼ q2r2

2s
þ qr2

2
ðr\t� tmÞ:

ð6Þ

The queuing and dissipation time top3 shown in Fig. 5 is

given by

top3 ¼ qr=sþ r ðr\t� tmÞ: ð7Þ

As we shall see, Dop3 and top3 do not change with t,

because the timing of the activation of the IBA (i.e., when

the IBA lane is made available to cars) is independent of t.

Let �Dop be the average total car delay when the IBA is

activated in a single cycle. �Dop can then be obtained as

�Dop¼
R t1

0
Dop1dðtÞ þ

R r

t1
Dop2dðtÞ þ

R tm
r

Dop3dðtÞ
tm

: ð8Þ

4 Analysis of examples

For an intersection without an IBA lane, when t [ (0, tm],

the bus will mix with a queue of cars. The average total car

delay is then �Dop ¼ ðDop1 þ DÞ=2, and the queuing and

dissipation time is tno = top1.4 For an intersection with an

IBA lane and the existing control system, when t [ (0, tm],

cars are restricted from entering the IBA lane in a given

period (0,tm]. The total car delay is then Dex = qrtm - qtm
2 /

2 - q2tm
2 /(2s), and the queuing and dissipation time is

tex = qtm/s ? r; this has been analyzed by Xie et al. [8].

We take as fixed parameters s = 1,600 vehicles/h and

r = 55s and conduct an analysis for different car flows of

q = 600, 1,000, and 1,400 vehicles/h.

Table 1 compares �Dno;Dex and �Dop for the different car

flows. It is seen that �Dop is obviously lower than �Dex. This

means that the car delay is greatly reduced by optimizing

the existing control system of the IBA, and these delay

savings tend to be greater as q increases. Furthermore, �Dop

increases modestly compared with �Dno as the car flow

increases; thus, the optimized IBA system does not

remarkably delay cars in the interest of giving buses

priority.
�Dop is the average total car delay when the optimal IBA

system is implemented. In fact, the car delay varies with

the bus arrival time t. These variations are depicted spe-

cifically in Fig. 6. Overall, the car delays for different time

quanta differ slightly. When t [ (t1, r], we find Dop2 appears

to have a weakly increasing trend. Because the number of

queued cars in the IBA lane decreases as t increases, the

queued cars will fully dissipate at an earlier time from the

IBA lane than from the other lane. The IBA capacity

therefore reduces, leading to greater car delay. Meanwhile,

we find that the critical time t1 approaches r as q increases,

as shown in Fig. 6. Thus, this added car delay can be

negligible if q approximates s.

Note also from Fig. 6 that the critical time r, is a dis-

continuity on the car delay curve. There are two possible

scenarios when a bus arrives at this instant. One is that the

bus stops exactly at the end of the red phase, and the time

taken for the bus to depart interrupts the upstream car

traffic. The other is that the bus passes through the inter-

section at the start of the green phase without stopping, and

thus no following car is impeded. Similar to the two con-

ditions of critical time r,, since the queued cars do not

dissipate until the bus has departed, the bus delays the

upstream cars when t [ (0, r]. Since the bus can pass

through the green signal without stopping, no car dis-

charging from the IBA lane will be delayed when t [ (r, tm].

Therefore, despite the fact that the IBA capacity reduces to

q during the green phase, the car delay does not increase as

much as expected when t [ (r, tm]. As can be seen in Fig. 6,

when q is relatively high, the car delay saved by the bus

posing no impediment is even more than that added by the

capacity reduction of the IBA lane.

Recall that the car delay discussed above is based on our

assumption that no car will stop twice at the intersection.

This assumption holds if the cycle length is no less than the

queuing and dissipation time of cars.5

Figure 7 presents the curve of car queuing and dissipa-

tion time after the control system of the IBA is optimized.

The figure shows that the value of top3 is greatest for t [ (r,

tm]. Thus, whenever a bus arrives, the residual car queue

fully clears in one cycle if the cycle length is no less than

top3. Furthermore, Table 2 compares cno (equal to tno), cex

(equal to tex), and cop (equal to top3), the minimum cycle

lengths that can guarantee that no residual queue forms at

Table 1 Car delays under three flow conditions: without the IBA and

with the IBA before and after optimizing the control system

q (veh/h) �Dno (s) Dex (s) �Dop (s)

600 322 382 342

1,000 636 889 674

1,400 1,088 1,859 1,119

4 If a bus arrives at the start of the red phase, the bus in front of the

car queue will strongly interfere with upstream cars, and the car delay

is thus Dop1. Meanwhile, if a bus arrives at tm, the bus causes no

interference at the rear of the car queue, and the car delay is thus

D. Therefore, we can regard the average of the range from D to Dop1

as the car delay when a bus queues with cars. Additionally, the

position of the bus in the car queue has little effect on the queuing and

dissipation time, and tno = top1 is thus reasonable.

5 In actuality, since it takes time for cars at the end of a queue to

reach the stop line, the cycle length should be greater. Fortunately,

implementation of the optimal IBA system does not increase the

length of the car queue greatly. Thus, for simplicity, we neglect the

factor of the car queue length.
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the end of one cycle. As shown in the table, because the

minimum green ratio (cex-r)/cex is much greater than the

actual green ratio (usually a little greater than (cno-r)/cno)

without setting the IBA, more cars will stop twice as

q increases when the existing IBA system is implemented.

Meanwhile, when the optimal IBA system is implemented,

we find that cop is just slightly larger than cno. Thus, even a

residual car queue exists. It can dissipate within the next

cycle without imposing long-term delays. Moreover, as

shown in Fig. 7, if a bus arrives during this time quantum

(0, t1], the optimal IBA system does not create a residual

car queue at the intersection because top1 = cno. Hence,

compared with the existing system of IBA, the probability

of a car stopping twice in one cycle is notably lower after

the IBA system is optimized.

5 Conclusions

This paper proposed an optimal control system of the IBA

and analyzed the car delay according to the bus arrival

time. Then, by presenting an example, we compared the

total car delays in one cycle under three conditions: without

the IBA and with the IBA system before and after opti-

mization. The results show that the optimal IBA system

does not significantly delay cars, and the delay is much less

than that induced by the existing system. While we ana-

lyzed the car delay on the basis that the green ratio is

sufficient to clear the car queue in one cycle, in actuality,

with no change in the signal timing, a residual car queue

might form at the intersection after implementing the IBA,

thus imposing additional car delays on following cycles.

Fortunately, by analyzing the car queuing and dissipation

time, we find the probability of a car stopping twice is low

when implementing the optimal IBA system.
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Table 2 Minimum cycle lengths under three conditions: without the

IBA and with the IBA before and after optimization of the control

system

q veh/h cno s cex s cop

600 70 80 76

1,000 83 105 89

1,400 102 141 103
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The assumptions made in this paper allow for the

quantitative analysis of car delay. In particular, ordinary

car traffic is considered to arrive at a constant rate, which is

not true for a real intersection. Hence, the total car delay is,

of course, only approximate. Additionally, we neglect the

lane-changing maneuvers as drivers choose their lanes. It

will be necessary to set up a micro-simulation in investi-

gating a more complex case in future work. Furthermore,

we will study the position of the VMS to guarantee that all

cars change the lane smoothly with no interference of

downstream queues.
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Parametric analysis of wheel wear in high-speed vehicles

Na Wu • Jing Zeng

Abstract In order to reduce the wheel profile wear of high-

speed trains and extend the service life of wheels, a dynamic

model for a high-speed vehicle was set up, in which the

wheelset was regarded as flexible body, and the actual mea-

sured track irregularities and line conditions were considered.

The wear depth of the wheel profile was calculated by the

well-known Archard wear law. Through this model, the

influence of the wheel profile, primary suspension stiffness,

track gage, and rail cant on the wear of wheel profile were

studied through multiple iterative calculations. Numerical

simulation results show that the type XP55 wheel profile has

the smallest cumulative wear depth, and the type LM wheel

profile has the largest wear depth. To reduce the wear of the

wheel profile, the equivalent conicity of the wheel should not

be too large or too small. On the other hand, a small primary

vertical stiffness, a track gage around 1,435–1,438 mm, and a

rail cant around 1:35–1:40 are beneficial for dynamic per-

formance improvement and wheel wear alleviation.

Keywords Parametric analysis � Wheel profile wear �
Flexible wheelset � High-speed railway � Vehicle dynamic

model � Finite element method

1 Introduction

With the rapid development of high-speed railways, study

on wheel profile wear has become increasingly important

[1, 2]. Wheel and rail wear is a fundamental problem in

railways; the change of profile shape affects the dynamic

characteristics of railway vehicles such as stability and

passenger comfort and, in the worst case, can cause

derailment [3]. Therefore, it is very important to establish a

reliable vehicle dynamic model and wheel/rail wear model

to analyze the influence of vehicle parameters on the wear

of the wheel profile. However, it is difficult to predict

wheel and rail wear simultaneously using state-of-the-art

numerical techniques [4]; so we focus on predicting the

wear of railway wheels in this work.

To date, many papers on wheel/rail wear prediction have

been published. The existing research work of wheel pro-

file wear prediction mainly focus on three aspects: 1) to

establish a prediction model based on the vehicle dynamics

model, wheel–rail rolling contact model, and wheel mate-

rial wear model; 2) to confirm the maximum limit value

while updating wheel profiles; and 3) to analyze the

influence of vehicle track parameters on the wear.

For the wheel profile wear prediction model and maxi-

mum limit value as the interval for the wheel profile

updating in the repeated dynamic analysis of the vehicle,

some scholars carried out studies in different ways. Fries

et al. [5] compared four existing wear models, predicting

the wear of a freight wagon wheel profile when travel ing

in straight lines. The results showed that there was no

significant difference between the four wear models. Pe-

arce et al. [6] proposed a wear model for a simple wheel

profile by calculating the global contact forces and creep-

age acting on the contact patch. The amount of material

removed was calculated through a wear index (later called

the ‘‘Derby wear index’’), and the wear process was ana-

lyzed on a combined straight line and S-curve route. They

established that a distance of 1,100 km could be traveled

before the wear surface needed upgrading. Li et al. [7]
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adopted SIMPACK software to simulate vehicle dynamics.

They analyzed the wheel–rail contact with the non-Hertzia

multi-point and conformal contact model based on CON-

TACT, and the wear depth of 0.1 mm is considered as the

interval for the wheel profile updating in the repeated

dynamic analysis of the vehicle. Jendel et al. [8] developed

total simulation conditions using discrete and grouped

different curve radii, and analyzed the wheel–rail contact

problem using the Hertz theory, Fastsim method, and the

Archard model for wear calculations. The update of the

wheel profile wear was established when the maximum

wear value reached 0.1 mm or the operation distance

reached 1,500 or 2,500 km.

The wheel–rail wear is influenced by many factors, and

governed by a complex mechanism. Some researchers

addressed this problem by analyzing the effect of vehicle

and track parameters on the wheel wear. Luo et al. [9]

analyzed the influence of the vehicle parameters on the

wheel profile wear with a frictional work model. Ignesti

et al. [10] developed a mathematical model for wheel–rail

wear evaluation in complex railway lines and compared the

performance provided by different wheel profiles in terms

of resistance to wear and running stability. Pombo [11]

used a computational tool to simulate the dynamic per-

formance of an integrated railway system and predict the

wear evolution of wheel profiles, taking into account the

influence of track condition. Agostinacchio et al. [12]

evaluated the influence of the geometrical and mechanical

parameters of the superstructure on the dynamic response

of the railway. Fergusson et al. [13] presented an analysis

of wheel wear as a function of the relationship between the

lateral and longitudinal primary suspension stiffness and

the coefficient of friction at the center plate between the

wagon body and the bolster. Li et al. [14] studied the

relationship between the rail cant and wheel–rail rolling

contact behavior. The results showed that the rail cant had

a great influence on the wheel–rail rolling contact behavior.

Wang et al. [15] analyzed the rolling contact geometrical

parameters and creepage of the JM3 wheelset and 60 kg/m

rail track in static rolling contact under different structural

parameters of the track such as rail cant and rail gage. Chen

et al. [16] simulated and analyzed the influence on wheel/

rail wear caused by vehicle speed, rail cant, super-elevation

on curve, and rail lubrication.

Most of the above studies regarded wheel as a rigid body

when carrying out the wheel wear prediction. However,

when the vehicle passed through a small radius curve, the

influence of wheel profiles on the wheel–rail normal force,

the contact patch size, position of the contact point,

adhesion area, and the distribution of the slide area were

different for a flexible wheelset and a rigid wheelset.

Chang et al. [17] studied the wheel–rail wear by estab-

lishing a three-dimensional dynamic finite element model.

Baeza et al. [18] built a model that coupled rotating flexible

wheelset and a flexible track model for simulating vehicle–

track interaction at high frequencies when investigating

growth in rail roughness. Due to the increase of the vehicle

speed and the presence of roughness, contact geometry

perturbations induce a variation of forces in the vertical and

tangential direction, and the torsional vibration of the

wheelset axle may, therefore, be excited at high frequency.

These vibrations directly affect the contact dynamic action

of wheel/rail, and then influence on the wheel profile wear.

Therefore, in the prediction of wheel profile wear, wheelset

should be considered as flexible body.

In addition, when analyzing the impact of rail and

vehicle parameters on wheel profile wear, the above studies

completed the wheel profile wear prediction by a single

iteration. However, wheel profile deformation caused by

wear will change the tendency of these parameters’ influ-

ence on the wheel profile wear. Therefore, when analyzing

the influence of the rail and vehicle parameters on the

wheel profile wear, wheel profile should be updated many

times in calculation.

In the present work, in order to reduce wear of the wheel

profile and extend the service life of wheels, a dynamic

model for a high-speed vehicle was set up, in which the

wheelset was regarded as flexible body, and the actual

measured track irregularities and line conditions were con-

sidered. The wear depth of the wheel profile was calculated

by the well-known Archard wear law [19]. Through this

model, the influence of the wheel profile, primary suspension

stiffness, track gage, and rail cant on the wear of the wheel

profile were studied through multiple iterative calculations.

2 Model descriptions

2.1 Vehicle dynamic model

The rigid-flexible coupling dynamic model of a high-speed

vehicle was established, and the vehicle system included a

car-body, two bogie frames, four wheelsets, and eight axle

boxes. To take into account the effect of wheel–rail high-

frequency vibration on the wear, the wheelset was con-

sidered to be flexible, and the other bodies assumed to be

rigid. The nonlinearities caused by wheel–rail interaction

and suspension parameters were considered in the model.

The vehicle system dynamic equations can be expressed in

the following form:

M€xþ F x; _xð Þ ¼ P x; _x; tð Þ; ð1Þ

where x denotes the displacement vector, M indicates the

system mass matrix, F is the nonlinear suspension forces,

and P is an item related to the nonlinear wheel/rail forces

and track inputs.
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The wheelset finite element model was set up using

ANSYS software, in which one axle, two wheels, and three

brake discs were included. The eight-node hexahedral 3D

solid element mesh division was adopted for the modeling,

and the whole unit had 70,592 elements with 83,616 nodes.

The wheelset finite element model is shown in Fig. 1.

Using the Guyan reduction method and maintaining the

overall shape of the structure, a freedom set with a uniform

distribution was selected. Through modal analysis using

the finite element model and without imposing any con-

straints, the first 30 modes were obtained and imported to

the SIMPACK dynamic analysis software. The rigid-flex-

ible coupling dynamic model of the vehicle system was

then built. The mode shapes of the flexible wheelset are

shown in Fig. 2. The flexible wheelset had many mode

shapes which might affect the wear of the wheel profile,

and thus the flexibility of the wheelset could not be

ignored.

2.2 Wear model

Archard’s wear model is a function of the sliding distance,

normal force, and hardness of the material. The wear vol-

ume of the material worn away is proportional to the

product of the sliding distance and the normal force, andFig. 1 Wheelset finite element model

(a)

(b)

(c)

(d)

(e)

Fig. 2 Mode shapes of the flexible wheelset. a First vertical and horizontal bending modes (77 Hz). b Second vertical and horizontal bending

modes (133 Hz). c Third vertical and horizontal bending modes (575 Hz). d First umbrella mode (225 Hz). e Second umbrella mode (282 Hz)
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inversely proportional to the hardness of the worn material.

It can be described by Eq. (2):

Vwear ¼ k
Nd

H
; ð2Þ

where Vwear is the wear volume matrix, d the sliding dis-

tance vector, N the normal force matrix, H is the hardness

of the worn material, and k is the wear coefficient.

The wear coefficient k can be determined by laboratory

tests or by performing extensive field measurements. It is

generally a function of the sliding velocity, contact pres-

sure, temperature, and contact environment. The wear

coefficient used in the present calculation is described in

the wear chart from Ref. [7]. It can be expressed in Fig. 3,

in which the horizontal and vertical axes are the sliding

velocity and contact pressure, respectively. This figure has

been derived under dry contact conditions. The tread

contact occurs in region k2, and the flange contact occurs in

the regions k1, k2, k3, and k4. In this study, k is taken as the

middle value in each region.

The wheel–rail contact model was set up using the

simplified Kalker’s algorithm Fastsim in which the wheel/

rail contact ellipse is divided into many elements. In each

element, the normal contact pressure P, sliding distance d,

and wear depth z are expressed, respectively, by Eqs. (3)–

(5):

Pðx; yÞ ¼ 3N

2p ab

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x

a

� �2

� y

b

� �2
r

; ð3Þ

dðx; yÞ ¼ D x

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n� /yð Þ2þ gþ /xð Þ2

q
; ð4Þ

zðx; yÞ ¼ 3NkD x

2p abH

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� x

a

� �2

� y

b

� �2
r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n� uyð Þ2þ gþ uxð Þ2
q

;

ð5Þ

where x denotes the longitudinal direction of the contact

plane; y is the transversal direction of the contact plane,

and the element center point (x, y) are the Cartesian

coordinates of the contact patch; n, g, and / denote the

longitudinal creepage, lateral creepage, and spin creepage,

respectively; a and b denotes the long axis and short axis of

contact patch, respectively.

2.3 Process of wear prediction

The vehicle parameters, wheel–rail initial profile, mode

shapes of wheelset, track random inputs, and track line

conditions were taken into account in the vehicle system

dynamic model. The contact patch location, size, creepage,

and normal stress distribution were then calculated. Sub-

sequently, the amount of wear for the wheel was calculated

using the wear model. Finally, the wheel wear distribution

was obtained, and the wheel profile was updated using the

smoothing method of cubic spline interpolation. The

wheel–rail contact patch was divided into 50 9 50 ele-

ments. The wear model predicted the change in the wear of

the wheel profile through multiple iterations. The integrated

simulation process for wheel wear is shown in Fig. 4.

To accelerate the wear prediction, the following

hypotheses for calculating wheel wear were developed:

(1) During one integrated simulation of wear prediction,

the profile of the wheel remained unchanged, and the

tread was updated when the wear depth was 0.1 mm or

the vehicle had traveled through 1,500 km according

to previous studies [4, 8]. On the basis of the field

analysis of the measured data for a high-speed vehicle,

a running distance of 1,000 km was taken as the step

length for updating the wheel profile in this study.

(2) The vehicle structure was symmetrical, and the left

and right rails on the curved track were arranged

P (Pa) 

0.8H

0.2 0.7 v 

k4

300-400 

k1

1-10 
k2

30-40 
k3

1-10 

Fig. 3 Coefficient k

Vehicle parameters 

Initial wheel profile 

Flexible wheelset 

Track condition 

Rigid-flexible 
coupling vehicle 

model 

Dynamic 
simulation 

FASTSIM 
Wear calculation 

and profile 
updating 

New wheel 
profile 

Fig. 4 Integrated simulation process
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symmetrically. The vehicle always traveled forward

and backward on the line, thus the wheel wear for

wheelsets one and four was the same, and for

wheelsets two and three was also the same.

(3) The track excitation was random, and the impact of

rail wear on wheel wear was not considered.

For the wheel wear calculation, the vehicle was assumed

to pass through a prescribed track consisting of three

curved tracks and one straight track [20], which is shown in

Table 1.

3 Parametric analysis of wheel wear

It is essential to acquire a better understanding on how the

operation conditions influence wear evolution of the wheel

profile. Therefore, the following analysis focuses on vehi-

cle/track parameters influence of wheel profile on wear.

3.1 Influence of wheel profile on wear

The wear depth and distribution of four types of wheel

profiles (LM, LMA, XP55, and S1002) were compared on

the prescribed line conditions for the same operating

mileage. Figure 5 illustrates the equivalent conicities of the

Table 1 Typical scenarios

Track radius (m) Vehicle speed (km/h) Percentage (%)

2,200 160 4

2,800 180 4

4,000 200 4

Straight 200 88
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Fig. 5 Equivalent conicities for different types of wheel profiles
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four wheel profiles, and Fig. 6 shows the wear depth

changes for the four wheel profiles. Figure 6 includes four

wear stages for the wheel wear prediction, labeled (a), (b),

(c), and (d), respectively, and each stage covered a distance

of 1,000 km. After each stage, the wheel profile was

updated to enable the calculations for the next stage. In the

figures, the abscissa y is the horizontal axis of the wheel

profile, and the origin is at the wheel nominal rolling circle

position.

As known, the wear depth initially increased rapidly and

then slowed with the increase in running mileage, and the

wear range slowly broadened.

Table 2 shows the distribution of different types of

wheel profiles for the four wear stages. In stage 1, because

the type LM profile had the largest equivalent conicity, the

wheel wear was close to the flange; the S1002 profile had

the smallest equivalent conicity, and the wheel wear was

near the outside of the wheel. For the later wear stages, the

wear volume for LM was the greatest and the wear ranges

the widest; and the wear volume for XP55 the smallest.

Therefore, the selection of an appropriate wheel profile and

equivalent conicity is very important for the actual wheel

wear. If the equivalent conicity was too large, then the

large contact angle would cause the spin creep to increase.

At the same time, the wheel rail contact point was closer to

the flange, and the wheel wear would be more serious. On

the other hand, if the difference in the rolling radii between

the left and right wheels increased, then the deviation from

the center position of the wheelset caused greater longitu-

dinal creep and increased the wear depth. If the equivalent

conicity was too small, then the lateral motion of the

wheelset would be greater to widen the wear range because

of the weak centering ability. Therefore, a too large or too

small equivalent conicity will intensify the wheel wear.

3.2 Influence of primary vertical stiffness on wear

To compare the influence of primary vertical stiffness on

the wear depth and range, the primary vertical stiffness

with values 0.8, 1.0, 1.2, and 1.4 MN/m was adopted for

the calculation. Figure 7 shows that the primary vertical

stiffness has little influence on the wear range. In the wear

Table 2 Wear distribution zone for different wheel profiles (mm)

Wear stage Wheel profiles

XP55 LMA LM S1002

1 -47–?18 -44–? 26 -52–? 16 -46–?29

2 -44–?24 -43–?24 -45–?26 -51–?24

3 -44–?26 -45–?26 -44–?25 -47–?27

4 -51–?26 -45–?32 -43–?31 -51–?31
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stage 3, the primary vertical stiffness has little effect on the

wear depth; in the further wear stages, the stiffness

1.0 MN/m will cause greater wear than the others, and the

stiffness 0.8 MN/m has the least wear. With the increasing

of running mileage, the wear depths increase rapidly in the

early stages and slowly in the later stages.

3.3 Influence of track gage on wear

The computed track gages were 1,432, 1,435, 1,438, and

1,441 mm, and their influences on the wear depth and

distribution of the wheel profiles were compared in Fig. 8.

We can see that wear depth reduces and wear range

gradually moves away from the flange with the increase in

track gage in the first stage. In the later stages, track gages

1,435 and 1,438 mm have the least wheel wear depth.

Thus, slightly widening the track gage is advantageous for

reducing wheel wear.

3.4 Influence of rail cant on wear

Rail cants of 1:25, 1:30, 1:35, and 1:40 were selected for the

wheel wear calculation. As shown in Fig. 9, the wear depth

was small when the rail cant angles were 1:35 and 1:40, and

the wear distribution was near the flange. Thus, the rail cant

should be between 1:35 to 1:40 to reduce wheel wear.

4 Conclusions

To study wheel profile wear, a vehicle dynamic model and a

wheel profile wear model were established. The influence of

wheel profile, primary vertical stiffness, track gage, and rail

cants on wheel profile wear was investigated through numer-

ical simulations, and the following conclusions were reached:

(1) The shape of the wheel profile has a significant

influence on wheel wear depth and range. Among the

four types of wheel profiles, the type XP55 wheel had

the smallest cumulative wear depth, and LM had the

largest wear. To reduce the wear of the wheel profile,

an appropriate wheel equivalent conicity needs to be

designed, and must not be too large or too small.

(2) Using a small primary vertical stiffness can have a

better dynamic performance and reduce wheel wear.

(3) The track gage should be between 1,435 and

1,438 mm, a too large or too small gage will

aggravate the wheel wear, and rail cant should be

between 1:35 to 1:40.
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Detecting land subsidence near metro lines in the Baoshan district
of Shanghai with multi-temporal interferometric synthetic
aperture radar

Tao Li • Guoxiang Liu • Hui Lin • Rui Zhang •

Hongguo Jia • Bing Yu

Abstract Land subsidence is a major factor that affects

metro line (ML) stability. In this study, an improved multi-

temporal interferometric synthetic aperture radar (InSAR)

(MTI) method to detect land subsidence near MLs is pre-

sented. In particular, our multi-temporal InSAR method

provides surface subsidence measurements with high

observation density. The MTI method tracks both point-like

targets and distributed targets with temporal radar back-

scattering steadiness. First, subsidence rates at the point

targets with low-amplitude dispersion index (ADI) values

are extracted by applying a least-squared estimator on an

optimized freely connected network. Second, to reduce error

propagation, the pixels with high-ADI values are classified

into several groups according to ADI intervals and processed

using a Pearson correlation coefficient and hierarchical

analysis strategy to obtain the distributed targets. Then,

nonlinear subsidence components at all point-like and dis-

tributed targets are estimated using phase unwrapping and

spatiotemporal filtering on the phase residuals. The proposed

MTI method was applied to detect land subsidence near

MLs of No. 1 and 3 in the Baoshan district of Shanghai

using 18 TerraSAR-X images acquired between April 21,

2008 and October 30, 2010. The results show that the mean

subsidence rates of the stations distributed along the two

MLs are -12.9 and -14.0 mm/year. Furthermore, three

subsidence funnels near the MLs are discovered through the

hierarchical analysis. The testing results demonstrate the

satisfactory capacity of the proposed MTI method in pro-

viding detailed subsidence information near MLs.

Keywords Multi-temporal InSAR � Subsidence �
Baoshan district � Shanghai � Metro lines

1 Introduction

Due to the potential effects of land subsidence geo-hazards

on metro lines (MLs) in terms of human lives and economic

losses, great effort has been put forth to develop sustainable

solutions for these hazards. To date, several methods have

been investigated, including leveling [1], global positioning

systems [2, 3], interferometric synthetic aperture radar (In-

SAR) [4], and multi-temporal InSAR (MTI) [5]. The MTI is

a newly developed technique and provides a sound tool to

assess land subsidence on Earth’s surface. It is capable of

providing millimetric-precision subsidence rates. Moreover,

the method offers a synoptic view of subsidence funnels.

Therefore, many methods using MTI to detect slow-moving

land subsidence have been presented.

The most frequently used methods are PSInSARTM [6],

SqueeSARTM [7], Small Baseline Subset [8], the Stanford

Method for Persistent Scatterers [9], Interferometric Point

Target Analysis [10], the Quasi-PS technique [11], PS

Networking Analysis [12], and Temporarily Coherent Point

InSAR [13]. Most methods focus on point-like target (PTs).

Moreover, SqueeSARTM indicate that distributed targets

(DTs) maintain temporal radar backscattering steadiness.

However, combined PT and DT analyses are rarely jointly

considered to provide land subsidence information.

To increase the observation density of surface subsi-

dence measurements, an improved MTI method is
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proposed to jointly process both PTs and DTs. The MTI

method uses both low-amplitude dispersion index (ADI)

[6, 14] and high Pearson correlation coefficient [15] to

select all valid pixels corresponding to PTs and DTs from

the image series. Furthermore, to control error propagation,

a hierarchical analysis strategy is presented. The method is

first introduced at a high level. It consists of three major

steps. They are briefly described below.

First, the subset of potential pixels (SPP) of the PTs is

selected by considering pixels with low-ADI values. The

SPP is processed using a least-squared estimator on an

optimized freely connected network to obtain the PTs.

Second, the SPP of the DTs is selected by considering pixels

with high-ADI values, which are classified according to the

ADI intervals. To reduce error propagation, the DTs and

their subsidence rates are detected using the hierarchical

analysis strategy and quality assessments on each SPP

subgroup. Finally, the nonlinear subsidence components for

all valid pixels are estimated using phase unwrapping and

spatiotemporally filtering of the phase residuals.

The proposed MTI method is used to detect land sub-

sidence near MLs in the Baoshan district of Shanghai using

18 TerraSAR-X images acquired between April 21, 2008

and October 30, 2010. Due to the high-spatial resolution

(approximately 2 m in both ground range and azimuth

directions), the TerraSAR-X images are capable of pro-

viding detailed subsidence information when used in the

newly modified MTI method.

The remainder of the paper is organized as follows. In

Sect. 2, the basic MTI method theories are explained. In

Sect. 3, the data and experimental results are discussed.

Finally, several conclusions are shown in Sect. 4.

2 Method

In this section, the core models of the three major steps in

the MTI method are provided. Unlike the aforementioned

MTI methods [6–13], both temporal and spatial phase data

correlations are jointly considered using ADI and Pearson

correlation coefficient. First, the equations for the subsi-

dence rate extraction at the PTs with low-ADI values are

discussed. Then, to extract the subsidence rates at the DTs,

the pixels with high-ADI values are processed using the

hierarchical analysis strategy. Finally, the nonlinear sub-

sidence components are obtained through spatiotemporally

filtering all valid pixels of the phase residuals.

2.1 Estimating subsidence rates at the PTs

The SPP with ADI values \0.4 [9] is selected to estimate

the subsidence rates at the PTs. The SPP is connected using

an optimized freely connected network [12], which pro-

vides basic observations for estimating linear

subsidence rates. A least-squared estimator [13, 16] is

then applied on each arc of the network to calculate the

relative subsidence parameters (i.e., the subsidence rate and

DEM error).

It is assumed that N interferograms are obtained from

N ? 1 images. For each interferogram k, the differential

model is applied to each arc of the freely connected

network:

Duk
ðxi;yi; xj;yjÞ ¼ �

4p
k

Dvðxi;yi; xj;yjÞT
k � Bk

?
R sin h

Deðxi;yi; xj;yjÞ

þ Duk
REðxi;yi; xj;yjÞ; ð1Þ

where Duk
ðxi ;yi ;xj ;yjÞ

is the differential phase between two

pixels, k is the wavelength of the sensor, Dvðxi;yi;xj;yjÞ is the

relative subsidence rate between two pixels, Tk is the

temporal baseline, Bk
? is the local perpendicular baseline, R

is the slant range distance from the reference pixel to the

sensor in the master image, h is the local look angle,

Deðxi;yi;xj;yjÞ is the relative DEM error, and Duk
RE xi ;yi ;xj ;yjð Þ

is

the differential phase residual.

We assume that there are no phase ambiguities in the

arcs. The assumption allows applying the least-squared

estimation method. And the phase residuals calculated

from least-squared estimation can be used to locate the arcs

affected by phase ambiguities. The problematic arcs

determined should be discarded for further analysis. The

least-squared estimation is used by jointly considering N

interferograms [13, 16]

D U ¼ A
D v

D e

� �
þW; ð2Þ

where

D U ¼ Du1
ðxi;yi;xj;yj

Þ Du2
ðxi;yi;xj;yj

Þ . . . D uN
ðxi;yi;xj;yj

Þ

� �T

A
N�2
¼ �

4p
k T1 4p

k T2 . . . 4p
k TN

B1
?

R sin h
B2
?

R sin h . . .
BN
?

R sin h

 !T

W
N�1
¼ Du1

REðxi;yi;xj;yj
Þ Du2

REðxi;yi;xj;yj
Þ . . . D uN

REðxi;yi;xj;yj
Þ

� �T
:

ð3Þ

The most probable values of Dv and De are retrieved

according to

D v̂

D ê

� �
¼ ðATAÞ�1ATDU; ð4Þ

where �̂ denotes the estimated value. The vector of

estimated residual phases can be represented by
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Ŵ ¼ D û1
REðxi;yi;xj;yjÞ D û2

REðxi;yi;xj;yjÞ . . . D ûN
REðxi;yi;xj;yjÞ

� �T

¼ DU� AðATAÞ�1ATD U:

ð5Þ

After the least-squared estimation, the spatiotemporal

phase data correlation between two adjacent pixels

connected by the freely connected network is measured

using the modeling coherence factor cðxi;yi; xj;yjÞ

� �
[6]:

cðxi;yi; xj;yjÞ ¼
1

N

XN

k¼1

exp Dûk
REðxi;yi; xj;yjÞ

h i�����

�����: ð6Þ

If cðxi;yi; xj;yjÞ is \0.8 [14], the arc is discarded from the

freely connected network, which reasonably assures that

low-quality pixels are eliminated.

Besides, an easy and efficient assessment used to detect

outlier was applied by Zhang et al. [16] to discard the arcs

affected by phase ambiguities:

Max jD ûREðxi;yi;xj;yjÞj
� �

[ E D ûREðxi;yi;xj;yjÞ

� �

þ 2d D ûREðxi;yi;xj;yjÞ

� �
; ð7Þ

where Max(�) means the maximum value in a vector or

matrix. If the threshold value in Eq. (7) is reached, the

tested arc is considered to contain an outlier at 95 %

confidence level [16].

The subsequent processing estimates the absolute sub-

sidence parameters for all PTs using the relative linking

parameters in the freely connected network. The most

probable estimates of the two subsidence parameters are

calculated using the following formulas provided by Liu

et al. [12]:

B
Q�M

X
M�1
¼ L

Q�1
þ R

Q�1

P ¼

c2
1 0 0 0

0 c2
2 0 0

..

. ..
. ..

. ..
.

0 0 0 c2
Q

0
BBBBB@

1
CCCCCA

X ¼ ðBTPBÞ�1
BTPL

; ð8Þ

where B is the design matrix for weighted LS estimation;

the elements of B are either 1 or -1. Moreover, L is the

vector of D v̂, R is the vector of residuals, X is the vector of

unknown PT linear subsidence rates (or DEM errors), Q is

the number of arcs, and M is the number of PTs.

2.2 Estimating subsidence rates at the DTs

To increase the observation density of the subsidence rate

map, the pixels with high-ADI values are further treated on

a group-by-group basis. All pixels with ADI values [0.4

are classified into G groups according to the ADI intervals,

i.e., (0.4, 0.5), …, (0.3 ? 0.1 9 i, 0.4 ? 0.1 9 i), …,

(0.3 ? 0.1 9 G, 0.4 ? 0.1 9 G), where i = 1, 2, …,

G. The PTs are treated as Group 0. After classification, the

subsidence rates in the radar line-of-sight direction are

hierarchically analyzed for each group.

Group i is used here as an example. The phase quality of

each pixel in Group i is assessed through Pearson corre-

lation coefficient [15] to determine whether the POI phase

is consistent with any neighboring pixels already accepted

in the previous i groups (i.e., Groups 0 to i–1). The Pearson

correlation coefficient is described as follows:

qðxi;yi;xj;yjÞ ¼

Pn
k¼1

½uk
ðxi;yiÞ � uðxi;yiÞÞðuk

ðxj;yjÞ � uðxj;yjÞ�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn
k¼1

½uk
ðxi;yiÞ � uðxi;yiÞ�

2 Pn
k¼1

½uk
ðxj;yjÞ � uðxj;yjÞ�

2

s :

ð9Þ

When the Pearson correlation coefficient between two

vectors is [0.75, the two vectors are considered to be

highly correlated [15]. Therefore, we introduce 0.75 as a

threshold to discard the point pairs whose phase time series

are uncorrelated. The relative subsidence parameters

between these pixels are derived using Eqs. (1)–(6) and

consequently added to those at the neighboring pixel to

determine the absolute parameters.

Besides Pearson correlation coefficient, two other con-

straints are also introduced to assess the pixel quality when

the subsidence parameters are obtained through the afore-

mentioned processing. They are spatial autocorrelation of

the two subsidence parameters for the given pixel. The

spatial autocorrelation is denoted by the localized standard

deviations. For example, if there are L valid pixels near a

pixel (xi, yi) in a given window size (e.g., 50 9 50 pixels),

the standard deviations of the two subsidence parameters

are

dv ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

L

XL

j¼1

ðvðxi;yiÞ � vðxj;yjÞ � D v̂ðxi;yi;xj;yjÞÞ
2

vuut

de ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

L

XL

j¼1

ðeðxi;yiÞ � eðxj;yjÞ � D êðxi;yi;xj;yjÞÞ
2

vuut
; ð10Þ

where (xj, yj) are the valid pixels that are maintained from

the previous i groups. The two constraints ensure the

quality of the pixels around the investigated pixel. If the

pixels are totally stable in radar backscattering, and

D v̂ðxi;yi;xj;yjÞcan be estimated without error, the value of

vðxi;yiÞ � vðxj;yjÞ � Dv̂ðxi;yi;xj;yjÞ

� �
will be zero. A high value

of dv indicates a greater disturbance introduced by the

58 Traffic Engineering and Transport Planning

___________________________ WORLD TECHNOLOGIES ________________________



noise. Meanwhile, de is used on the same purpose.

Empirically, dv and de should not be greater than 5 mm/

year and 10 m, respectively [12]. The pixel is discarded for

further analysis if either constraint is not met. All pixels in

Group i are processed in the same manner. The reserved

pixels are used to analyze the subsequent groups. After all

G groups are treated according to this group-by-group

basis, all valid pixels are obtained. Moreover, the DTs are

affirmed. A detailed layout of the algorithm is shown in

Fig. 1 to clearly present the processing sequences for cal-

culating the two subsidence parameters.

2.3 Estimating nonlinear subsidence components

To determine the complete subsidence evolution, the phase

residuals on the valid pixels must be unwrapped and the

nonlinear subsidence components must be extracted and

subsequently added to the linear components. According to

previous studies [9, 17, 18], the nonlinear subsidence

components exhibit different characteristics from noise and

the atmospheric phase screen in both space and time

domains. Therefore, spatiotemporally filtering [9, 17, 18]

on the unwrapped phase residuals is applied to estimate the

nonlinear subsidence values.

The phase unwrapping technique is applied on the phase

residuals embodied in Eq. (5). Because three phase data

dimensions are provided, i.e., two in space and one in time,

the three-dimensional phase unwrapping method described

by Hooper and Zebker [19] is used. The unwrapping results

can be summarized as

uk
REðxi;yiÞ ¼ uk

nlðxi;yiÞ þ uk
atðxi;yiÞ þ uk

nlðxi;yiÞ; ð11Þ

where the three terms on the right-hand side denote the

unwrapped phase of the nonlinear subsidence, atmospheric

phase screen, and decorrelation noise, respectively.

After phase unwrapping, spatial low-pass filtering is

applied for each interferogram given the condition that the

decorrelation noise is spatially uncorrelated, and the other

two terms are spatially correlated [9]. The filtered phase

data contain only the nonlinear subsidence components and

atmospheric phase screen, i.e.,

Fig. 1 Layout of linear subsidence rates and DEM errors estimation algorithm. ‘‘G.’’ denotes Group
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uk
REðxi;yiÞ

� �S

LP
� uk

nlðxi;yiÞ þ uk
atðxi;yiÞ; ð12Þ

where (�)LP
S is the spatial low-pass filter operator, typically

the convolution with a two-dimensional Gaussian function

[9]. The width of the Gaussian is as narrow as 50 m to

include the entire useful signal except the noise.

To obtain the nonlinear subsidence components, which

are expected to be temporally correlated, the results from

Fig. 2 Map and study area of the Baoshan district, Shanghai. The larger and small rectangles in a denote the full TerraSAR-X scene coverage

and the experimental area, respectively. The amplitude image in b is averaged from 18 TerraSAR-X images. Nine metro stations along Line 1

and 12 metro stations along Line 3 are annotated using red squares and green squares, separately

Table 1 Eighteen TSX images and the interferometric parameters used in the experiment

Image index Imaging dates B\
k Tk Image index Imaging dates B\

k Tk

(YYYYMMDD) (m) (days) (YYYYMMDD) (m) (days)

1 20080421 53 -517 10 20091012 -18 22

2 20080820 -8 -396 11 20091023 -92 33

3 20090328 24 -176 12 20091114 45 55

4 20090408 103 -165 13 20091206 138 77

5 20090419 1 -154 14 20091217 148 88

6 20090511 23 -132 15 20091228 205 99

7 20090624 -62 -88 16 20100108 31 110

8 20090829 -158 -22 17 20100119 34 121

9 20090920 0 0 18 20100130 -67 132
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Eq. (12) are filtered using a temporal low-pass filter to

obtain

uk
REðxi;yiÞ

� �S

LP

� �T

LP

� uk
nlðxi;yiÞ; ð13Þ

where (�)LP
T is the temporal low-pass filter operator, which

is typically a Kaiser temporal filter [18]. The cut-off fre-

quency of the filter is empirically set to 25 %.

Finally, for the given pixel (xi, yi) of the k-th image, the

full resolution subsidence value Sk
f ðxi;yiÞ

� �
is the sum of the

linear components Sk
lðxi;yiÞ

� �
and nonlinear components

Sk
nlðxi;yiÞ

� �
:

Sk
fullðxi;yiÞ ¼ Sk

lðxi;yiÞ þ Sk
nlðxi;yiÞ;

Sk
lðxi;yiÞ ¼ vðxi;yiÞT

k;

Sk
nlðxi;yiÞ ¼

k
4p

/k
nlðxi;yiÞ:

ð14Þ

3 Experimental results and discussion

3.1 Study area and data source

The experiment is conducted using images acquired over

the Baoshan district, Shanghai, to detect land subsidence

near the No. 1 and 3 MLs. As shown in Fig. 2a, Shanghai is

located on the deltaic deposit of the Yangtze river. Con-

solidation of the soft layer causes land subsidence in

Shanghai, where land subsidence was first observed in

China [20]. It is reported that the largest accumulated

subsidence value from 1921 to 1965 was 2.63 m [20].

More than 400 km2 of land was affected by this geological

hazard. However, since 1965, Shanghai has been controlled

by restricting groundwater extraction and several subsi-

dence funnels can still be observed [21, 22]. Land subsi-

dence directly damages sewerage systems, roads, and

buildings, etc. Moreover, land subsidence is a major factor

affecting the stability of the Shanghai Metro.

Fig. 3 Subsidence rate maps for the study area. a–h are the combined subsidence rates extracted from the previous and current groups. For

example, a is extracted from Group 0; h is extracted from Groups 0 to 7
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The Shanghai Metro is one of the fastest-growing rapid

transit systems in the world [23]. The first line was

opened in 1993. On October 16, 2013, the operating route

length reached 468 km. Moreover, the planned route

length is 970 km, which would make the Shanghai Metro

the world’s longest metro system. Shanghai Metro has

become one of the most popular means of travel. On

March 9, 2013, the Shanghai Metro set a daily ridership

record of 8.486 million passengers. The social position of

the MLs is important for maintaining their sustainability

and stability.

The proposed MTI method is applied to detect land

subsidence near the No. 1 and 3 MLs in the Baoshan dis-

trict of Shanghai. Eighteen TerraSAR-X images are used in

the experiment (See Table 1). The TerraSAR-X images

were provided by Infoterra GmbH. The observation period

encompassed April 21, 2008, to October 30, 2010. All the

images were collected with an incidence angle of 26

degrees in HH polarization mode. The original datasets

were provided as single look complex images with slant

range pixel spacing of 0.91 m (2.04 m in ground range)

and azimuthal pixel spacing of 1.97 m.

Table 2 Number of valid pixels in the eight groups obtained using hierarchical analysis

Group No. 0 1 2 3 4 5 6 7

Number of valid pixels 303,219 694,854 165,945 57,414 18,387 4,493 1,001 222

Fig. 4 Detailed subsidence rate map of the study area. a is close-up of Fig. 4a. b is close-up of Fig. 4h. The red and green squares are the metro

stations for the No. 1 and 3 MLs, respectively. S1, S2, and S3 represent the three subsidence funnels
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The September 09, 2009 image is chosen as the unique

master image. All other images are co-registered to the

master image to produce 17 valid interferograms. Fur-

thermore, a DEM provided by the Shuttle Radar Topog-

raphy Mission is introduced to eliminate the topographic

phase in each interferogram. The differential InSAR-rela-

ted functions are all accomplished using the GAMMA

DIFF module [24].

The amplitude image (4,688 9 7,208 pixels, equivalent

to 9.6 9 14.2 km2) of the test area is shown in Fig. 2b. The

stations distributed along the No. 1 and 3 MLs are depicted

with red squares and green squares, respectively. Line 1

originates at Fujin Road station; nine stations (red squares)

along Line 1 are studied. Line 3 begins at North Jiangyang

road station; 12 stations (green squares) along Line 3 are

examined. The two MLs are distributed beneath the main

roads in this district. Subsidence of the two MLs may

directly damage roads and buildings in the surrounding

areas.

3.2 Results and discussion

To obtain the subsidence fields in the test area, the three

major steps of the aforementioned MTI method are fol-

lowed. First, the SPP with ADI B 0.4 are processed. The

number of PT pixels extracted from the SPP is 303,219.

Afterward, the pixels with ADI [ 0.4 are analyzed on a

group-by-group. Seven other groups are analyzed in this

experiment. All eight groups are shown in Fig. 3. Each

sub-figure i is plotted with the valid pixels extracted from

all previous i groups (i.e., Groups 0 to i - 1). For example,

the first figure is plotted with Group 0; the eighth figure is

plotted with Groups 0 to 7. Table 2 shows the number of

valid pixels for the eight groups. The number of useful

pixels decreases as the ADI values increase. Groups 0 to 2

contribute 93 % of the useful information to the total valid

pixels in the study area. Group 7 which contains ADI

values greater than 1.0 provides very little useful infor-

mation. Therefore, the hierarchical analysis strategy stops

at Group 7. After hierarchical analysis, the total number of

valid pixels is 1,245,526, which is 311 % more than pro-

vided by the initial group. This result indicates a large

increase in the observation density of the subsidence rate

map. The figure series shows that three subsidence funnels

emerge when the hierarchical analysis is performed. The

three areas are located in the northwestern, northeastern,

and east-central parts of the test area. These subsidence

funnels are clearly depicted in Fig. 3h. However, the sub-

sidence funnels cannot be identified in Fig. 3a.

For further analysis of the subsidence field, close-ups of

Fig. 3a, h are shown in Fig. 4a, b respectively. The metro

stations along the No. 1 and 3 MLs are depicted with red

and green squares. Moreover, S1, S2, and S3 are the

aforementioned three subsidence funnels. S1 is located at

the No. 3 ML origination point. North Jiangyang road is

located in this area. S2 is in a coastal region; compression

of the silty marine clay, which is approximately 40 m thick

and less than 70 m deep may be the primary reason for the

subsidence [20]. S3 is a subsidence funnel presented in

many previous studies [22, 25]. The three subsidence

funnels are not clearly depicted in Fig. 4a, which is plotted

with valid pixels from Group 0. However, the subsidence

funnels are clearly observed in Fig. 4b, which is plotted

with valid pixels from Groups 0 to 7. Pixels extracted from

Group 0 are primarily PTs, such as rocks, iron fences, and

corner reflectors. However, pixels extracted from Groups 1

to 7 are mainly DTs, e.g., asphalt roads, building tops, and

bare lands. The results indicate that the DTs are stable in

radar backscattering time series. Therefore, the DTs can

provide more subsidence details than the PTs.

If no hierarchical analysis strategy is applied, meaning

that all of the points with ADI \ 1.1 are processed

simultaneously. 1,891,004 point candidates are selected

and finally 1,557,626 points are maintained after using the

method presented in Sect. 2.1. We display the result in

Fig. 5. In this figure, the pixel number is greater than that

of the hierarchical analysis result. That is because the point

quality is too low to be controlled simply by considering

Fig. 5 Subsidence rate map extracted by considering the pixels with

ADI \ 1.1 without using hierarchical analysis strategy
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the two constraints presented in Eqs. (6) and (7). Therefore,

some invalid points are included in the final subsidence rate

map. Meanwhile, all of the three subsidence areas detected

in Fig. 4b are not exhibited in Fig. 5. It is concluded that

the useful information on the subsidence funnels is totally

overwhelmed by the noise information. The subsidence

rate map in Fig. 5 might be biased or misleading. However,

the in situ ground truth leveling data are needed for in-

depth validation.

The subsidence rates on the stations are plotted in Fig. 6.

Mean subsidence rates for the No. 1 and 3 MLs are -12.9

and -14.0 mm/year, respectively. Along Line 1, Fujin

Road station has the maximum subsidence rate and Tonghe

Xincun has the minimum subsidence rate. The differential

subsidence rate between the two stations is approximately

6.4 mm/year. The subsidence rate vibration (rdv) along

Line 1 is 2.0 mm/year, which indicates that homogeneous

subsidence exists along Line 1. A similar result is obtained

for Line 3, along which the maximum subsidence rate

difference between the Shuichan Road and South Chang-

jiang Road stations is 8.4 mm/year. rdv is 2.9 mm/year

along this ML. The first station of Line 3 is at North Ji-

angyang Road, a metro station with one of the largest

subsidence rates in S1. The following four stations are also

affected by small subsidence: Tieli Road, Youyi Road,

Baoyang Road, and Shuichan Road. However, subsidence

rates change slowly among these four stations. Specifically,

rdv is 0.5 mm/year for the four stations, indicating that the

station subsidence is uniform and that the stations are rel-

atively stable. The last three stations also exhibit similar

subsidence rates, i.e., rdv for the West Yinggao Road,

Jiangwan Town, and Dabaishu stations is 0.6 mm/year.

After obtaining the linear subsidence rate map, the

nonlinear components are calculated to provide the

complete subsidence evolution for each pixel. For

definitiveness and to avoid loss of generality, the nonlinear

subsidence components are shown for three stations, i.e.,

Jiangwan Town, Fujin Road, and Hulan Road, in Fig. 7.

Figure 7 shows that the first two SAR images (with

acquisition dates of April 21, 2008, and August 20, 2008)

are isolated from the image cluster. However, the two

images provide useful information for the experiment. In

Fig. 7, the nonlinear subsidence components indicate a

slow vibration during the first three observation dates.

Afterward, the nonlinear components suggest that the

ground surface rises to a maximum in August and

decreases to a minimum in January. The Shanghai climate

data [26] show that precipitation might be the primary

reason for the weather-related trend. The climate data from

1971 to 2000 show that the average precipitation amounts

in July and December are 169.6 and 37.1 mm, respectively,

which also correspond to the maximum and minimum rain

capacities. The precipitation indicates that the pore-fluid

pressure in the Shanghai soft clay is recharged in summer;

the pore-fluid pressure provided by groundwater is trans-

ferred to the granular skeleton in winter.

4 Conclusions

An improved MTI method that includes linear subsidence

rate extraction, hierarchical analysis strategy, and non-

linear subsidence extraction is presented to analyze the

stations distributed along No. 1 and 3 MLs in the Baoshan

district, Shanghai. The technique provides a method to

derive useful information from a set of SAR images by

tracking both PTs and DTs, therefore, increasing the

subsidence information observation density. The linear

subsidence rates are first obtained from the PTs. There-

after, the hierarchical analysis strategy is introduced to
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extract the linear subsidence rate from the DTs. The

nonlinear subsidence values are estimated using 3D phase

unwrapping and spatiotemporally filtering on the phase

residuals.

Furthermore, 18 TerraSAR-X images are used to

determine the subsidence rate map for the test site and

stations along the two MLs. The number of valid pixels

increases from 303,219 to 1,245,526 after performing the

hierarchical analysis. Groups 0 to 2 contribute 93 % of the

useful information to the total valid pixels in the study area.

The number of valid pixels decreases as the ADI increases.

Group 7 provides very little useful information. The valid

pixels extracted from Group 0 are primarily PTs, and those

extracted from the subsequent groups are mostly DTs. The

experiment shows that DTs are largely capable of provid-

ing high observation density subsidence information. Fur-

thermore, three subsidence funnels are identified after the

hierarchical analysis, indicating that our MTI method is
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capable of providing detailed information for subsidence

monitoring.

In-depth analysis is performed on the No. 1 and 3 MLs.

The mean subsidence rates for these MLs are -12.9 and

-14.0 mm/year, respectively. Moreover, vibrations of the

relevant subsidence rate are 2.0 and 2.9 mm/year, respec-

tively, indicating a homogenous subsidence pattern along

the MLs. This finding may help in the management of

metro line stations and in hazard prediction and prevention.

Subsidence rate maps with high observation density are

expected to facilitate metro line stability assessment for the

transportation department in Shanghai.
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Leave the expressway or not? Impact of dynamic information

Hongcheng Gan • Xin Ye

Abstract This study investigates drivers’ diversion

decision behavior under expressway variable message

signs that provide travel time of both an expressway route

and a local street route. Both a conventional cross-sectional

logit model and a mixed logit model are developed to

model drivers’ response to travel time information. It is

based on the data collected from a stated preference survey

in Shanghai, China. The mixed logit model captures the

heterogeneity in the value of ‘‘travel time’’ and ‘‘number of

traffic lights’’ and accounts for correlations among repeated

choices of the same respondent. Results show that travel

time saving and driving experience serve as positive fac-

tors, while the number of traffic lights on the arterial road,

expressway use frequency, being a middle-aged driver, and

being a driver of an employer-provided car serve as neg-

ative factors in diversion. The mixed logit model obviously

outperforms the cross-sectional model in dealing with

repeated choices and capturing heterogeneity regarding the

goodness-of-fit criterion. The significance of standard

deviations of random coefficients for travel time and

number of traffic lights evidences the existence of hetero-

geneity in the driver population. The findings of this study

have implications for future efforts in driver behavior

modeling and advanced traveler information system

assessment.

Keywords Travel decision � Mixed logit � Travel time �
Repeated choices � Variable message sign � Stated

preference

1 Introduction

The effectiveness of advanced traveler information systems

(ATIS) depends highly on travelers’ behavior in response

to real-time information. It is well recognized that it is

important to indentify the factors that influence travelers’

decision behavior under ATIS [1–29]. Research results in

this challenging field can facilitate better investment,

design, and operation of ATIS technologies.

Internationally, variable message signs (VMSs), a

common ATIS technology, has been widely used to man-

age the traffic on urban expressways with high demand. In

developed countries, many metropolitan cities such Paris

(France), Munich (Europe), Chicago (USA), and Tokyo

(Japan), use VMS to enhance expressway management. In

China, big cities such as Shanghai, Beijing, Guangzhou,

Hangzhou, Ningbo, Chengdu, and Suzhou have installed a

lot of VMS on urban expressways. In the real world, VMS

information can be descriptive (e.g., statements of traffic

conditions) or prescriptive (e.g., suggestions on what to

do). It can be quantitative (e.g., travel time estimate, esti-

mated delay, and length of queue) or qualitative (e.g.,

warnings of incidents, statements of level of service, and

bad weather alerts).

However, the existing expressway VMSs usually can

only provide information about expressway conditions and

do not provide information about local streets (e.g., parallel
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arterial roads) due to technological reasons and/or institu-

tional barriers (e.g., expressways and local streets are

operated by different agencies). This may limit their

effectiveness in diverting urban expressway traffic to local

streets, since travelers are not given real-time information

about local streets. In Shanghai, as the Traffic Police

Department reported on newspapers, many outbound ele-

vated roads (urban expressways) connecting the downtown

and the suburb often have big delays, and their travel time

is surprisingly much longer than the travel time of parallel

arterial road under them during some traditional national

holidays (e.g., the Qingming holiday during which people

go to big cemeteries in neighbor cities to hold a memorial

ceremony for their families they lost). This situation is

partially due to the fact that drivers are not so confident that

they will be better off after they divert to a local street since

they are not given any real-time information about alternate

routes. A feasible way to help drivers make more informed

diversion decisions and alleviate expressway congestion is

to update the existing expressway VMS service in Shang-

hai. In this context, Shanghai is planning to provide a new

expressway VMS service which gives travel time infor-

mation about both an urban expressway route and a com-

petitive alternate arterial road route.

This study, therefore, will investigate the impact on

drivers’ diversion decision behavior of the new expressway

VMS information that provide travel time of both an

expressway route and a local street route in the context of

Shanghai, China. Such expressway VMS was rarely

addressed in the literature to the best knowledge of the

authors.

In previous studies, many researchers used stated pref-

erence (SP) data from questionnaire surveys to model

drivers’ response behavior, e.g., [5–16]. Some other studies

used SP data from travel simulator experiments (e.g., [17–

25]). Others used revealed preference (RP) data to model

drivers’ response behavior (e.g., [26–29]).

When new ATIS features or options are to be addressed

which do not exist in the market, only SP survey is avail-

able. In a typical SP survey, each respondent responds to

several hypothetical scenarios, thus, the issue of correla-

tions among repeated observations from the same respon-

dent arises. This issue should be addressed carefully when

developing driver response models [3, 18].

Despite the large number of publications on travel

behavior under ATIS, relatively fewer studies accounted

for correlations among repeated observations; see, for

example, [3] for a recent review. With the increasing

popularity of simulation-based estimation, panel data

models that address repeated observations are gaining more

attention. Methodologies that have been applied to address

repeated observations include mixed logit models (e.g.,

[19, 23]), random effect models (e.g., [14, 29]),

multinomial probit (e.g., [13, 18]), normal mixing distri-

butions (e.g., [6]), generalized estimating equations (e.g.,

[5, 15]), and mixed linear models (e.g., [25]).

It is also desirable that a response behavior model is

capable of capturing the heterogeneity in drivers’ taste

(preferences) [4, 19]. In the context of this study, the

possible preference variations across individuals regarding

travel time information and other alternative attributes will

be appropriately addressed.

The mixed logit model provides the flexibility to cope

with these above issues. In mixed logit models, an addi-

tional error term is added to the utility specification. The

additional term captures heteroscedasticity among indi-

viduals and allows correlation over alternative and time.

Recent advances in simulation-based estimation procedures

make the mixed logit model more computationally feasible

and attractive. This study, therefore, will use the mixed

logit model to account for repeated choices and capture the

heterogeneity of drivers’ decision behavior.

Given the above context, two distinguishing features of

this study are: (1) A mixed logit model is developed that

addresses correlations among repeated choices from the

same respondent and capture the heterogeneity in drivers’

value of certain alternative attributes (i.e., travel time and

number of traffic lights); it is also compared with the

conventional cross-sectional logit model. (2) The type of

expressway VMS information addressed by this study is

travel time of both an expressway route and a local street

route. Such expressway VMS information was rarely

addressed in the literature.

This study will obtain a preliminary understanding of

drivers’ diversion decision behavior under Shanghai’s new

expressway VMS information and will have implications

for further modeling efforts in drivers’ decision behavior

under ATIS.

The rest of this paper is organized as follows: First, the

design of SP survey and collected data are described. Next,

the mixed logit model for drivers’ diversion decision

behavior under VMS is developed and compared with the

conventional cross-sectional logit model. Finally, con-

cluding remarks are given.

2 Methodology

2.1 Survey method

Expressway VMS has been used for many years in

Shanghai [30, 31]. However, they currently do not provide

traffic information about local streets. Thus, only SP

behavioral data can be collected by this study.

The SP experiment was conducted based on a hypo-

thetical trip that is outlined by a dotted rectangle on the
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Shanghai urban expressway network map shown in Fig. 1a.

Symbol ‘‘O’’ means trip origin and symbol ‘‘D’’ means trip

destination. Trip origin is Pudong International Airport,

and trip destination is Wujiaochang central business dis-

trict. The travel scenario contains an untolled expressway

route and an alternate arterial road route (depicted in

Fig. 1b). The VMS before the diversion point provides

travel time of both the expressway and the arterial road.

Respondents were required to assume that they were

making a trip during the off-peak period in a weekday

afternoon. Respondents were told that once they diverted to

the arterial road it would be impossible to get back on the

expressway. The expressway is the usual route from Pu-

dong Airport to Wujiaochang. The alternate arterial road

route is an imaginary route. The arterial road route can be

deemed as an alternate route that a real-world VMS-based

ATIS recommends to drivers [5, 25]. Thus, our SP settings

are reasonable, though the employed network at first sight

seems simple. Normal travel time for the expressway is

thirty minutes. A similar SP experiment design was adop-

ted by Abdel-Aty et al. [6] which also specified a hypo-

thetical journey consisting of a primary route and an

imaginary alternate route.

The VMS messages designed in the SP survey have a

wording style similar to the real-life Shanghai expressway

VMS and consist of two parts: (1) travel time of the

expressway and travel time of the arterial road and (2)

cause of expressway delay (Fig. 1b).

The factors controlling the SP experiment are the fol-

lowing attributes: Travel time of the expressway route,

Cause of expressway delay, and Number of traffic lights on

the arterial road.

The attribute values are specified based on discussions

with Shanghai expressway network traffic management

center operators and VMS messages records. For a

30-minutes-around off-peak expressway journey, the range

of [0, 10] minutes is considered reasonable for expressway

delays by traffic management center operators. To this end,

expressway travel time takes two values: ‘‘35 min’’ (i.e., a

5-min delay) and ‘‘40 min’’ (i.e., a 10-min delay). Cause of

expressway delay contains two levels: ‘‘Congestion’’ and

‘‘Accident.’’ The number of traffic lights on the arterial

road takes two values: ‘‘10’’ and ‘‘20’’, with consideration

of typical spacing of traffic lights in Shanghai.

The complete factorial design [32] was used to produce

eight (2 9 2 9 2) SP choice scenarios which are in

accordance with eight questions. In all SP scenarios, travel

time of the local street route remains to be thirty minutes.

Given a specific VMS message, a respondent was asked

to choose between ‘‘continue via expressway’’ and ‘‘divert

to the arterial road.’’

2.2 Data collection and descriptive analysis

An SP questionnaire survey was conducted in April 2007 in

the parking lot of Shanghai Pudong international airport.

The collected data consisted of two parts: (a) driver char-

acteristics, such as, gender, age, years of driving experi-

ence, frequency of using expressway, and driver type;

(b) diversion decisions under VMS.

A total of 171 drivers participated in the survey. The

experimenters read questions to respondents and recorded

answers of the respondents. After removing the respon-

dents, not fully completing the questionnaire, the data set

available for model development contains 140 drivers and

1,120 (140 9 8) choice observations in total.

Table 1 shows driver characteristics of the sample.

In the sample, 74.3 % of respondents are male drivers.

The majority of the sample is frequent expressway users

(49.3 % ? 23.6 %).

Fig. 1 SP survey. a Expressway network in Shanghai, b travel scenario
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In China, a person at a high hierarchy level in a com-

pany or governmental agency is allowed to use a car owned

by his employer. The high proportion of employer-pro-

vided car drivers does reflect Shanghai situation.

The seemingly high proportion (22.9 %) of taxi drivers

accords with TMC officials’ suggestion that the proportion of

taxi vehicles on the expressway originating from Pudong air-

port typically ranges from 10 % to 50 % varying with time of

day. This estimation was also justified by real-world observa-

tions. Thus, taxi drivers are included in model estimation.

Overall, in case of expressway delays, the diversion (i.e.,

choosing the local street) percentage for all the eight SP choice

scenarios is 47.3 %. That means almost half of the survey

respondents stated their intention to divert while encountering

delay on their original urban expressway route.

At the scenario level, observing diversion percentage

variations among scenarios is interesting and insightful.

For example, under Scenario 2 and Scenario 6, over 70 %

(72.1 % and 70.7 %, respectively) of drivers express their

intention to divert to the local street, presumably because

the travel time saving from diversion is 10 min, and the

number of traffic lights is only 10. Conversely, Scenario 3

and Scenario 8 only cause a bit more than 20 % (22.1 %

and 23.6 %, respectively) of drivers to intend to divert,

possibly because travel time saving from diversion is only

5 min but the number of traffic lights is 20. These statistics

sheds some light on the relationship among travel time

saving, number of traffic lights, and diversion percent.

2.3 Modeling methodology

2.3.1 Cross-sectional model

In our SP survey, drivers’ response is binary choice in

nature: drivers will either choose to divert to the arterial

road or keep driving on the expressway. Thus, the binary

logit model [33] is an appropriate modeling method for

behavior analysis. It starts from an assumption that driver

‘‘i’’ makes decision based on one random utility function

U�i ; which can be parameterized as

U�i ¼ b0 þ xibþ ei: ð1Þ

In this equation, ‘‘i’’ is an index variable indicating each

observation; xi is a row vector of explanatory variables of

interest (e.g., travel time saving, number of traffic lights,

and demographic characteristics); b0 is a constant and b is

a column vector of coefficients associated with the

explanatory variables; and ei is a random variable that

takes account of unspecified explanatory variables for U�i ;

which is assumed to be independently standard logistically

distributed. If we specify yi as a dummy variable indicating

whether driver ‘‘i’’ will divert to the arterial road (yi = 1,

divert; yi = 0, not divert), then the probability of observing

yi for each observation ‘‘i’’ is

Pi ¼
expðb0 þ xibÞ

1þ expðb0 þ xibÞ

� �yi 1

1þ expðb0 þ xibÞ

� �1�yi

: ð2Þ

2.3.2 Mixed logit model

As per Train [34], mixed logit model with random

parameters can accommodate correlation of utilities of the

same driver. In a mixed logit model, the utility function is

formulated as

U�it ¼ xitbþ zitci þ eit: ð3Þ

In the utility function, ‘‘i’’ is the driver index and ‘‘t’’ is

the scenario index; xit contains a vector of explanatory

variables. xit may include some variables changing across

drivers but not changing across scenarios (e.g., driver’s age

and type). Those variables are called ‘‘individual

variables’’ in this paper. The vector xit may also include

some variables changing across scenarios but not changing

across drivers (e.g., travel time saving, number of traffic

lights). Those variables are called ‘‘scenario variables’’ in

this paper. The vector xit also contains a constant ‘‘1’’ for

the alternative specific constant in the utility function. ‘‘eit’’

is a random variable changing across both individuals and

scenarios. It is assumed that ‘‘eit’’ is independently standard

logistically distributed. In addition to a vector of variables

xit and their constant coefficients b, a vector of random

coefficients ci are specified for a vector of variables zit in

the utility function. The random coefficients ci vary across

Table 1 Driver characteristics of the sample

Attribute Range Percentage

(%)

Gender Male 74.3

Female 25.7

Age (years) 20–29 24.3

30–39 41.4

40–49 25.0

50–64 9.3

Years of driving experience \2 6.4

2–5 41.4

6–10 37.1

[10 15.0

Driver type Private car 42.1

Employer-provided car 35.0

Taxi 22.9

Expressway use frequency Almost every day 49.3

2–3 days per week 23.6

Seldom 27.1

‘‘Private car’’ is owned by a driver himself/herself

‘‘Employer-provided car’’ is not owned by a driver but assigned by

his/her employer for business purpose
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drivers but do not vary across scenarios for the same driver.

Assume that ci are independently normally distributed and

associated with a vector of expectations c and a vector of

standard deviations rc. Then, one may first obtain the

probabilistic function conditional on random parameters ci

as

P yit ¼ 1jcið Þ ¼ expðxitbþ zitciÞ
1þ expðxitbþ zitciÞ

; ð4Þ

P yit ¼ 0jcið Þ ¼ 1

1þ expðxitbþ zitciÞ
: ð5Þ

Here, yit is a dummy variable indicating whether driver

i will divert under scenario t (yit = 1, divert; yit = 0, not

divert)

For an unconditional probabilistic function, the condi-

tional probabilistic function needs to be integrated for all

the scenarios over the probability density function of ci,

f(ci):

Pi ¼
Zþ1

�1

f ðciÞ
YT

t¼1

P yitjcið Þdci: ð6Þ

Here, T is the number of scenarios. The maximum simu-

lated likelihood estimation method [35] can be employed to

evaluate the integral.

The log-likelihood function for the entire sample can be

formulated as

LL ¼
XN

i¼1

lnðPiÞ: ð7Þ

Here, N is the number of observations. Then, the simulated

log-likelihood function can be maximized for estimating all

the model coefficients.

3 Model estimation results and discussion

3.1 Model estimation results

The model estimation procedure is executed via GAUSS 8.0

[36].The explanatory variables tested for the cross-sectional

binary logit model include age, age square, gender, years of

driving experience, driver type, expressway use frequency,

travel time saving, cause of expressway delay, and number of

traffic lights on the arterial road. For the mixed logit model,

travel time saving, and number of traffic lights are variables

taking random parameters in the utility specification. It is one

of the interests of this study to explore whether there exists

heterogeneity regarding these two variables.

Table 2 provides model estimation results for the cross-

sectional binary logit model and the mixed logit model. All

the variables remaining in the final cross-sectional binary

logit model take statistically significant coefficients. The

variables of statistical significance that enter the final cross-

sectional binary logit include: (a) years of driving experi-

ence; (b) the dummy variable indicating driver seldom

using expressway; (c) the dummy variable indicating driver

using expressway every day; (d) the dummy variable

indicating employer-provided car driver; (e) age and age

square; (f) number of traffic lights on the arterial road (l);

and (g) travel time saving (s).

Other attribute variables such as gender and cause of

expressway delay do not obtain coefficient of statistical

significance in the cross-sectional binary logit model.

3.2 Discussions about VMS impacts

Discussions of the coefficients of the final cross-sectional

model are presented below.

3.2.1 Driving experience

Driving experience plays a positive role in diversion

decision under VMS as shown by the positive coefficient of

‘‘years of driving experience.’’ This is probably because

drivers with rich-driving experience are more adaptable to

expressway delays and more familiar with local streets and

thereby more likely to divert in response to VMS. Drivers

with less-driving experience may not feel comfortable with

diversion-related vehicle operating such as finding an

available inserting gap and making a lane change in dense

traffic.

3.2.2 Expressway use frequency

The positive coefficient of ‘‘use expressway seldom’’ and

the negative coefficient of ‘‘use expressway everyday’’

indicate that the increase of expressway use frequency

decreases the probability of diverting to the alternate

arterial road route under VMS. It is probably because

drivers using expressways frequently have a big depen-

dence on or a bias for expressways. Interestingly, similar

findings were obtained in some earlier studies, e.g., [37,

38].

3.2.3 Driver type

Interestingly, employer-provided car drivers are less likely

to divert in response to VMS, as indicated by the negative

coefficient of the dummy ‘‘employer-provided car.’’ This

finding has implications for design and assessment of VMS

systems since employer-provided cars represent a signifi-

cant percentage of traffic in many Chinese cities (e.g.,

5 %–20 % in Shanghai). Moreover, this finding coincides

with the author’s earlier study which found that employer-
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provided cars are less likely to divert from expressway to

arterial roads in response to VMS displaying a color-coded

level of service map [16].

3.2.4 Age

The specification of age and quadratic term of age is to

quantify the potential non-linear effect of age on diversion

behavior. This kind of specification is often used in social

sciences (e.g., [39]). ‘‘Age’’ and ‘‘age square’’ receive

negative and positive coefficients, respectively, indicating

that young and old drivers are more likely to divert under

VMS, while middle-aged drivers are less likely to divert.

Based on estimation results of the cross-sectional model,

mid-age drivers, at the age of 37 (i.e., [0.2154/

(0.29349 9 2)] 9 1 & 37), are the least likely to divert.

3.2.5 Number of traffic lights

Negative effects of number of traffic lights on drivers’

diversion are reflected in the negative coefficient of ‘‘number

of traffic lights on the alternate route.’’ This result is rea-

sonable since more traffic lights on the alternate route means

more frequent stops and a lower comfort level of driving and

will naturally decrease the probability of diverting to the a

driver to on the alternate route under VMS. This finding

coincides with some previous studies (e.g., [5]).

3.2.6 Travel time saving

Travel time saving measures how much travel time drivers

can save through diverting to the local street. The positive

effects of travel time saving on diversion behavior are

evidenced by the positive coefficient of ‘‘travel time sav-

ing.’’ This indicates that explicitly displaying the travel

time of the expressway, and the arterial road alternate route

by VMS is meaningful and will positively influence driv-

ers’ diversion decision behavior.

3.3 Discussions about heterogeneity

The second block of Table 2 lists the model estimation

results for the mixed logit model in which random coeffi-

cients are specified to accommodate heterogeneity in driver

behavior and correlation of repeated choices by the same

driver. Two random coefficients are specified for two

scenario variables: time saving and number of traffic lights.

The standard deviation of the random coefficient for

travel time savings is estimated at 0.1706 and appears

highly significant (t value 5.16). This evidences that the

random coefficient for travel time savings is not a constant

but a variable varying among the driver population. This

indicates that there exist random preferences for ‘‘travel

time saving’’ across the driver population. This actually

reveals the heterogeneity in value of time among the driver

population. For the specific VMS information addressed by

this study, this finding shows that although the travel time

saving (as indicated by estimated travel time for the

expressway route and the arterial road route) basically has

a positive role in encouraging drivers to divert from the

expressway to the local street, the value of travel time

information is perceived differently by different people.

For example, drivers under time pressure to get to a

meeting on time will more value the travel time saving than

Table 2 Estimation results of two alternative logit models

Variable Cross-sectional model p value Mixed logit model p value

Coefficient T test Coefficient T test

Constant 3.2646 2.356 0.018 4.9583 1.447 0.148

Driving experience 0.0329 1.977 0.048 0.0358 0.870 0.384

Use expressway seldom 0.3659 1.944 0.052 0.2473 0.537 0.591

Use expressway everyday -0.8287 -5.070 0.000 -1.4441 -3.507 0.000

Employer-provided car -0.5928 -4.034 0.000 -0.9869 -2.713 0.007

Age -0.2154 -2.954 0.003 -0.2928 -1.614 0.107

Age square/100 0.2934 3.041 0.002 0.3883 1.626 0.104

Number of traffic lights (l) -0.0931 -6.916 0.000 -0.1436 -7.107 0.000

Travel time savings (s) 0.2738 10.083 0.000 0.4027 9.684 0.000

Standard deviation of coefficient for l – – 0.094 5.21

Standard deviation of coefficient for s – – 0.1706 5.16

Maximum log likelihood -662.13 -595.39

Log likelihood only with constant -774.72 -774.72

Adjusted goodness-of-fit index 0.1350 0.2186
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those not having such time restrictions. For these drivers,

the coefficient of the variable travel time saving should be

larger than other drivers, i.e., being more sensitive to travel

time savings indicated by VMS. In reality it is also possible

that some people just have a preference for expressways or

it is just a routine (inertia) for them to choose expressways;

thus for these people the coefficient of the variable travel

time saving should be relatively small, i.e., being less

sensitive to travel time savings.

The standard deviation of the random coefficient for

number of traffic lights is estimated at 0.0940 and appears

highly significant (t value 5.21). The estimation result

evidences that the coefficient for number of traffic lights is

not a constant but a variable varying among the driver

population. This indicates that there exists a significant

degree of heterogeneity in the perception of the negative

impacts of number of traffic lights. This reflects the real

Shanghai situation. In Shanghai, most urban expressways

are elevated roads and their competitive alternate routes are

the parallel arterial roads under them. Under normal traffic

conditions, an elevated road usually has much shorter tra-

vel time than an alternate arterial road route. The superi-

ority of an elevated road is due to the fact that the elevated

road typically has a good geometrical alignment and has a

higher free-flow speed without intersections while the

arterial road typically has a not so good geometrical

alignment, has many signal-controlled intersections, and

often has abrupt (unreasonable) changes in road markings

which may affect the comfort of driving and cause delays.

Given these facts, many less-experienced drivers are likely

to not feel comfortable with the arterial road that has many

traffic lights and prefer to use the elevated road even when

VMS indicates the arterial road is faster. Yet, drivers with

rich driving experience may be more confident of their

ability of manipulating vehicles on the arterial road and are

more adaptable to expressway delays and more willing to

divert to the arterial road under VMS.

The above estimation results show that the developed

mixed logit model can be successfully applied to model our

SP panel data in which correlation of random utilities for the

same driver needs to be accommodated. As a result, all the

t test values of coefficients for the individual variables are

smaller in the mixed logit model than those in the cross-

sectional logit model. Comparison of adjusted q2 values

between the mixed logit model and the cross-sectional model

suggests that the mixed logit model performs obviously

better than the cross-sectional model (0.2186 vs. 0.1350).

4 Concluding remarks

A conventional cross-sectional logit model and a mixed

logit model are developed to model drivers’ decision

behavior under Shanghai’s new expressway VMS infor-

mation which provides travel time of an expressway and an

alternate arterial road route. This is based on the data

collected from the SP survey that explores drivers’ diver-

sion response to the new expressway VMS information.

The mixed logit model has a utility specification that

accounts for preference variations across individuals

regarding travel time and number of traffic lights and

correlations among repeated choices. Several substantive

conclusions have been obtained in this study as summa-

rized below.

(1) The new expressway VMS information service has

significant impacts on driver diversion decisions.

Travel time saving and driving experience serve as

positive factors, while the number of traffic lights on

the arterial road, expressway use frequency, being a

middle-aged driver, and being a driver of an employer-

provided car serve as negative factors in diversion.

(2) There exists an obvious heterogeneity in value of

travel time among the driver population, as evidenced

by the significance of the standard deviation of the

random coefficient for travel time saving in the mixed

logit model.

(3) There exists an obvious heterogeneity in the perceived

importance of ‘‘number of traffic lights’’ among the

driver population as evidenced by the significance of

the standard deviation of the random coefficient for

number of traffic lights in the mixed logit model.

(4) The mixed logit model is successfully applied to

model our SP panel data in which correlation of

random utilities for the same driver needs to be

accommodated, which is indicated by the fact that the

mixed logit model obviously outperforms the con-

ventional cross-sectional logit model regarding the

goodness-of-fit criterion.

This study highlights the importance of capturing the

heterogeneity of driver preferences and recognizing

potential correlations between the individual’s choices

using appropriate modeling techniques such as the mixed

logit model used in this study.

The estimated route choice probability model may be

incorporated within a dynamic traffic assignment and

simulation framework to assess network-level impacts of

the enhanced expressway VMS information and estimate

VMS benefits.
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Railroad capacity tools and methodologies in the U.S. and Europe

Hamed Pouryousef • Pasi Lautala • Thomas White

Abstract A growing demand for passenger and freight

transportation, combined with limited capital to expand the

United States (U.S.) rail infrastructure, is creating pressure

for a more efficient use of the current line capacity. This is

further exacerbated by the fact that most passenger rail

services operate on corridors that are shared with freight

traffic. A capacity analysis is one alternative to address the

situation and there are various approaches, tools, and

methodologies available for application. As the U.S. con-

tinues to develop higher speed passenger services with

similar characteristics to those in European shared-use li-

nes, understanding the common methods and tools used on

both continents grows in relevance. There has not as yet

been a detailed investigation as to how each continent

approaches capacity analysis, and whether any benefits

could be gained from cross-pollination. This paper utilizes

more than 50 past capacity studies from the U.S. and

Europe to describe the different railroad capacity defini-

tions and approaches, and then categorizes them, based on

each approach. The capacity methods are commonly di-

vided into analytical and simulation methods, but this pa-

per also introduces a third, ‘‘combined simulation–

analytical’’ category. The paper concludes that European

rail studies are more unified in terms of capacity, concepts,

and techniques, while the U.S. studies represent a greater

variation in methods, tools, and objectives. The majority of

studies on both continents use either simulation or a

combined simulation–analytical approach. However, due to

the significant differences between operating philosophy

and network characteristics of these two rail systems,

European studies tend to use timetable-based simulation

tools as opposed to the non-timetable-based tools com-

monly used in the U.S. rail networks. It was also found that

validation of studies against actual operations was not

typically completed or was limited to comparisons with a

base model.

Keywords Railroad capacity � Simulation � Railroad

operation � The U.S. and European railway characteristics

1 Introduction

Typically, the capacity of a rail corridor is defined as the

number of trains that can safely pass a given segment

within a period of time. The capacity is affected by var-

iations in system configurations, such as track infrastruc-

ture, signaling system, operation philosophy, and rolling

stock.

The configuration differences between European and the

U.S. rail systems may lead to different methodologies,

techniques, and tools to measure and evaluate the capacity

levels. There are high utilization corridors in Europe where

intercity passenger, commuter, freight, and even high-

speed passenger services operate on shared tracks, and all

train movements follow their predefined schedule in highly

structured daily timetables that may be planned for a full

year in advance. On the contrary, the prevalent operations
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pattern on current shared corridors in the U.S. follows

unstructured (improvised) philosophy, where schedules and

routings (especially for freight trains) are often adjusted on

a daily or weekly basis. Recently, the U.S. has placed an

increasing emphasis on either the development of new

higher speed passenger services, or to incrementally in-

crease the speeds of current passenger services on selected

shared corridors [1]. At the same time, the slower speed

freight rail transportation volumes are also expected to

increase [2]. These increases in volumes and operational

heterogeneity can be expected to add pressure for higher

capacity utilization of the U.S. shared-use corridors. Ca-

pacity measurement and analysis approaches (and their

methods and tools) will play a crucial part in preparing the

U.S. network for these changes. To maximize the effi-

ciency of future improvements, such as new passenger and

high-speed rail services, the accuracy and applicability of

capacity tools and methods in the U.S. environment need to

be carefully evaluated. Whether the analytical and op-

erational approaches utilized in Europe would provide any

benefits for the U.S. shared-use corridors should also be

reviewed.

This paper starts by identifying the various definitions of

capacity and by discussing the similarities and differences

between the U.S. and European rail systems that may affect

both the methods and outcomes of capacity analysis. It will

also identify different approaches to conduct the analysis

and concludes with an examination of several past capacity

studies from both continents.

2 What is capacity?

2.1 Capacity concept and definitions

The definition used for rail capacity in the literature varies

based on the techniques and objectives of the specific

study. For instance, Barkan and Lai [3] defined capacity as

‘‘a measure of the ability to move a specific amount of

traffic over a defined rail corridor in the U.S. rail envi-

ronment with a given set of resources under a specific

service plan, known as level of service (LOS)’’. They listed

several infrastructure and operational characteristics which

affect capacity levels, including length of subdivision,

siding length and spacing, intermediate signal spacing,

percentage of number of tracks (single, double, and multi-

tracks), and heterogeneity in train types (train length,

power-to-weight ratios). In another paper, Tolliver [4] in-

troduced freight rail capacity as the number of trains per

day for typical track configurations depending on several

factors, such as track segment length, train speed, signal

aspects and signal block length, directional traffic balance,

and peaking characteristics. The American Railroad

Engineering and Maintenance-of-Way Association

(AREMA) offers a simplified approach for line capacity

that estimates practical capacity by multiplying theoretical

capacity (Ct) and dispatching efficiency (E) of the line

(C = Ct 9 E). AREMA’s method for calculating theore-

tical capacity and dispatching efficiency requires consid-

eration of various factors, such as number of tracks, the

operations rules (single or bi-direction operation), stopping

distance between trains (or headway), alignment specifi-

cations (grade, curves, sidings, etc.), trains specifications

(type of train, length, weight, etc.), maintenance activities

requirements, and the signaling and train control systems

[5]. A capacity modeling guidebook for the U.S. shared-use

corridors, released by the Transportation Research Board

(TRB), defines capacity as ‘‘the capability of a given set of

facilities, along with their related management and support

systems, to deliver acceptable levels of service for each

category of use.’’ Similar to the other capacity definitions,

TRB notes that different parameters and variables should

be considered in the capacity analysis, such as train dis-

patching patterns, train type and consist, signaling system,

infrastructure, track maintenance system, etc. [6].

In Europe, the most common method for capacity ana-

lysis is provided by the International Union of Railways

(UIC) code 406. According to UIC 406, there is no single

way to define capacity, and the concerns and expectations

vary between different points of view by railroad cus-

tomers, infrastructure and timetable planners, and railroad

operators. UIC also emphasizes that the capacity is affected

by interdependencies and the interrelationships between

the four major elements of railway capacity including av-

erage speed, stability,1 number of trains, and heterogene-

ity,2 as shown in Fig. 1 [7]. According to the figure, a rail

Fig. 1 Capacity balance according to UIC code 406 definition [7]

1 The state of keeping the same train schedule by providing time

margins/buffers between trains arrival/departures; despite of minor

delay which may occur during operation.
2 Diversity level of train types which are in operation along a shared-

use corridor.
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line with various types of trains on the same track (mixed

traffic operations or shared-use corridor) has a higher

heterogeneity level compared to the urban metro (subway)

system with dedicated right-of-way and homogeneous op-

erations. While the average speed of a mixed traffic cor-

ridor might be higher than a dedicated metro line, the

various train types reduce the stability of train schedules, as

well as the total number of trains that can operate on the

corridor, due to increased headway requirements.

According to UIC, the absolute maximum capacity, or

‘‘Theoretical Capacity’’, is almost impossible to achieve in

practice, and it is subject to:

• Absolute train-path harmony (the same parameters for

majority of trains)

• Minimum headway (shortest possible spacing between

all trains)

• Providing best quality of service [7].

In addition to the UIC literature, research conducted as

part of European Commission’s ‘‘Improve Rail’’ project

produced a definition of ultimate capacity that was similar to

the UIC’s theoretical capacity definition, but placed higher

emphasis on the train schedules and running time [8].

2.2 Capacity metrics

The literature categorizes the main metrics of capacity

level measurements into three groups: throughput (such as

number of trains, tons, and train-miles), LOS (terminal/

station dwell, punctuality/reliability factor, and delay), and

asset utilization (velocity, infrastructure occupation time,

or percentage) [9]. In 1975, The Federal Railroad Admin-

istration (FRA) introduced a parametric approach devel-

oped by ‘‘Peat, Marwick, Mitchell and Company’’ to

measure capacity in the U.S. rail network based on delay

units (hours per 100 train-miles) [4]. The European rail

operators typically use throughput metrics (number of

trains per day or hours) to measure the capacity levels,

although punctuality and asset utilization metrics are also

applied as secondary units [8, 10].

3 Differences between the U.S. and European rail

systems

The U.S. and European rail networks have several simila-

rities, such as mixed operations on shared-use corridors,

and using modern signaling and traffic control systems

(e.g., developing ETCS in Europe and PTC in the U.S.). On

the other hand, significant differences also exist and they

may change the preferred methodologies, tools, and the

outcomes of capacity analysis. Figure 2 and the following

discussion uses the literature review to highlight several

key differences between infrastructure, signaling, op-

erations, and rolling stock in Europe and the U.S.

3.1 Infrastructure characteristics

• Public versus private ownership of infrastructure The

ownership of rail infrastructure is one of the important

differences between Europe and the U.S. rail networks.
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Fig. 2 The main differences in the U.S. and Europe rail systems

77Railroad capacity tools and methodologies in the U.S. and Europe

___________________________ WORLD TECHNOLOGIES ________________________



More than 90 % of the infrastructure is owned and

managed by private freight railroads in the U.S., while

in Europe almost all infrastructure is owned and man-

aged by governments or public agencies. In addition,

operations and infrastructure are vertically separated in

Europe, while in the U.S. the majority of operations

(mainly freight) are controlled by the same corporations

who own the infrastructure. The ownership and vertical

separation have wide impact in the railroad system.

Perhaps the greatest effect is on the prioritization of

operations and accessibility for operating companies,

but other aspects, such as operations philosophy,

maintenance strategy and practices, signaling and train

control systems, rolling stock configuration, and capital

investment strategies are also affected [4, 11].

• Single versus double track More than 46 % of rail

corridors in Europe are at least double track [12, 13],

while approximately 80 % of the U.S. rail corridors are

single track [2, 4].

• Directional versus bidirectional Most of the U.S.

double tracks operate in bidirectional fashion and use

crossovers along the corridor, while directional op-

eration with intermediate sidings and stations is the

common approach in Europe [4].

• Distance between sidings The distances between

stations and sidings in the European rail network are

generally shorter than in the U.S. The average distance

between sidings/stations throughout the European net-

work (total route mileage vs. number of freight and

passenger stations) is approximately four miles be-

tween sidings/stations in both UK and Germany [13,

14]. In the U.S., the distance between sidings varies

greatly between corridors. On double track sections,

passing sidings are typically further apart than in

Europe, often more than twice the average European

distance [11, 15].

• Siding length Siding/yard tracks in the U.S. are

typically longer than the European rail network, but

in many cases are still not sufficient for the longest

freight trains operating today [11, 16].

• Track conditions Typically, railroad structure in the

U.S. is designed for higher axle loads, but has tighter

horizontal curves (smaller radius) and lower maximum

speed operations than the European rail network [11,

16].

• Grade crossings There are approximately 227,000

active grade crossings along the main tracks in the

U.S. [17, 18], while there are few grade crossings on

the main corridors in Europe, partially due to higher

train speeds. High frequency of grade crossings and

difficulty of their elimination cause operational and

safety challenges for increased train speeds in the U.S.

[19].

3.2 Signaling characteristics

• Manual blocking versus signaling systems Manual

blocking is absent on main passenger corridors in the U.S.

today, but relatively common on lower density branch

ones, including some of the lines proposed for passenger

corridors. In Europe, most shared-use corridors are

equipped with one of the common signaling systems [20].

• Cab signaling A more significant difference is the

extensive use of cab signaling and enforced signal

systems, such as ETMS and ATS in Europe. Imple-

mentation of automatic systems is limited in the U.S.,

despite the current effort to introduce the positive train

control (PTC) on a large portion of corridors [11].

3.3 Operation characteristics

• Improvised versus structured operation While some

specific freight trains (mainly intermodal) have tight

schedules, the U.S. operations philosophy is based on the

improvised pattern with no long-term timetable or dis-

patching plan. On the passenger side, the daily operation

patterns of many Amtrak and commuter trains are also

developed without details, anticipating improvised resolu-

tion of conflicts among the passenger trains, or between

passenger and freight trains. In Europe, almost all freight

and passenger trains have a regular schedule developed well

in advance, known as structured operations [21].

• Freight versus passenger traffic The majority of the

U.S. rail traffic is freight, while the majority of

European rail traffic is passenger rail [4, 22].

• Delay versus waiting time Delay (deviation of train

arrival/departure time from what was predict-

ed/planned) and waiting time (scheduled time spent at

stations for passing or meeting another train) are two

fundamental concepts in the railroad operations. The

waiting time concept is typically used in Europe to

manage rail operations, due to the structured operations

pattern with strict timetables. Delay is more commonly

used in the U.S. capacity analysis as the main

performance metric, while it is limited in Europe to

the events that are not predictable in advance [21].

• Punctuality The punctuality criteria of trains are quite

different in the U.S. and Europe. Amtrak’s trains are

considered on-time if they arrive within 15 min of a

scheduled timetable for short-distance journeys (less

than 500 miles) or within 30 min for long-distance

trains (over 500 miles). In 2011, Amtrak’s train punc-

tuality was 77 % for long-distance trains, 84 % for

short-distance trains, and 92 % for Acela trains on

Northeast Corridor. According to Amtrak, more than

70 % of passenger train delays were caused either by
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the freight trains performance or infrastructure failure

[23]. The passenger trains in Europe have shorter

average delay per train. For instance, Network Rail in

the UK reported that approximately 90 % of all short-

distance passenger trains had less than 5 min deviation

from planned timetable, while for long-distance trains,

the same was true for deviation less than 10 min [24].

In Switzerland, more than 95 % of all passenger trains

are punctual with an arrival delay of 5 min or less [25].

The punctuality of European freight trains in 2003 was

reported to be approximately 70 % [26].

3.4 Rolling stock characteristics

• Train configuration (length and speed) Typically freight

trains in the U.S. are longer and heavier than freight trains in

Europe. Based on the Association of American Railroads

(AAR), the typical number of cars in a U.S. freight train

varies between 63–164 cars in the West and 57–110 cars in

the East, while the typical number in Europe is 25–40. From

speed perspective, the average speed of intercity passenger

trains in Europe is significantly faster than in the U.S. [2, 11,

16]. Freight trains also typically operate at higher speeds

and with less variability in Europe.

• Diversity of freight versus passenger trains The U.S.

rail transportation is more concentrated on the freight

trains than Europe, and there is a great diversity

between the types, lengths, etc., of freight trains. On the

passenger side, Europe has more diverse configurations

(such as speed, propulsion, train type, power assign-

ment, HSR services, diesel, and electric multiple unit

(EMU) trains) in comparison to the U.S. [2, 20].

While the principles of rail capacity remain the same in all

rail networks, the above characteristics have an effect on

capacity and its utilization. What remains unclear is how

these differences have been considered in various capacity

analysis tools and methodologies used and how much they

limit the applicability of the U.S. tools in the European en-

vironment and vice versa. This paper introduces some of the

common tools and methodologies, including examples of

their use in past studies, but excludes any direct comparisons

between the capabilities of individual tools. A more detailed

(case study based) comparative analysis of selected U.S. and

European simulation tools and methodologies is provided by

the authors in separate papers [27, 28].

4 Capacity measurement, analytical, simulation,

and combined approaches

Generally speaking, there are two main approaches to

improve the capacity levels: either by applying new capital

investment toward upgraded or expanded infrastructure or

by improving operational characteristics and parameters of

the rail services [29]. In either approach, it is necessary to

assess and analyze the benefits, limitations, and challenges

of the approach, often done through capacity analysis. The

literature classifies capacity analysis approaches and

methodologies in several different ways. Although the

approaches differ, the input typically includes infrastruc-

ture and rolling stock data, operating rules, and signaling

features. Abril et al. [30] classified the capacity method-

ologies as analytical methods, optimization methods, and

simulation methods. Pachl [31] divided the capacity

methodologies into two major classes: analytic and

simulation. Similar categorization was used in research

conducted by Murali on delay estimation technique [32].

Khadem Sameni, and Preston et al. [9] categorized capacity

methods to timetable-based and non-timetable-based ap-

proaches. The capacity guidebook developed by TRB also

divides capacity evaluation methods into two approaches:

simple analysis, and complex simulation modeling [6].

Finally, in research conducted at the University of Illinois,

Sogin, Barkan et al. [3, 33] divided capacity methods to

theoretical (analytical), parametric, and simulation meth-

ods. Overall, the analytical and simulation methods are the

most common methods found in the literature. For our

review, we divided methods into three groups: analytical,

simulation, and combined. Although the term ‘‘combined

methodology’’ was not used commonly in the reviewed

literature, it was added as a new class to address the fact

that many reviewed studies took advantage of both analy-

tical and simulation methods.

4.1 Analytical approach

The analytical approach typically uses several steps of

data processing through mathematical equations or alge-

braic expressions and is often used to determine theoretical

capacity of the segment/corridor. The outcomes vary based

on the level of complexity of the scenario and may be as

simple as the number of trains per day, or a combination of

several performance indicators, such as timetable, track

occupancy chart, fuel consumption, speed diagrams, etc.

Analytical methods can be conducted without software

developed for railroad applications, such as Microsoft

Excel, but there are also analytical capacity tools

specifically developed for rail applications. One example is

SLS PLUS in Germany, which is used in the German rail

network (DB Netz AG) for capacity estimation through

analytical determination of the performance, asynchronous

simulation, and manual timetable construction [34].

Figure 3 presents the different levels of analytical approach

and how complexity can be added to the process to provide

more detailed results. In some cases, analytical models are
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called optimization methods or parametric models, taking

advantage of different modeling features, such as

probabilistic distribution or timetable optimization. The

latter method, timetable optimization, is typically achieved

using specialized software or simulation tools [30, 31].

Timetable compression method is one of the main

analytical approaches in Europe to improve the capacity

levels, especially on the corridors with pre-determined

timetables (structured operation pattern). A majority of

techniques and tools for improving the capacity utilization

in Europe, including the UIC method (leaflet 406), are

partly developed based on timetable compression [7, 10,

35–37]. The UIC’s method modifies the pre-determined

timetable and reschedules the trains as close as possible to

each other [30]. Figure 4 provides an example of the

methodology where a given timetable along a corridor with

quadruple tracks (Scenario a) is first modified by com-

pressing the timetable (Scenario b) and then further

improved by optimizing the order of trains (Scenario c). As

demonstrated in the figure, the third scenario could provide

a higher level of theoretical capacity in comparison to the

Scenarios a and b [10]. It should be emphasized that due to

the unstructured nature of the U.S. rail operation phi-

losophy, timetable compression technique has not been

practically applied yet in the U.S. rail environment.

4.2 Simulation approach

Simulation is an imitation of a system’s operation which

should be as close as possible to its real-world equivalent

[30]. In this approach, the process of simulation is repeated

several times until an acceptable result is achieved by the

software. The data needed for the simulation are similar to

the analytical methods, but typically at a higher level of

detail. The simulation practices in rail industry started in

the early 1980s through the development of models and

techniques, such as dynamic programming and branch-and-

bound, proposed by Petersen, as well as heuristic methods

developed by Welch and Gussow [30]. Today, the

simulation process utilizes computer tools to handle so-

phisticated computations and stochastic models in a faster

and more efficient way. The simulation approaches use

either general simulation tools, such as AweSim, Minitab,

and Arena [32, 38]; or commercial railroad simulation

software specifically designed for rail transportation, such

as RTC, MultiRail, RAILSIM, OpenTrack, RailSys, and

CMS [9, 30]. The use of general simulation tools requires

the user to develop all models, equations, and constraints

step by step (often manually). This requires more expertise,

creativity, and effort, but it can also offer more flexible and

customization when it comes to results and outputs. The

commercial railroad simulation tools offer an easier path

toward development of different scenarios, in addition to

providing a variety of outputs in a user-friendly way, but

the core decision models and processes are not easily
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Fig. 4 Actual timetable for a quadruple-track corridor (a) compressed timetable with train order maintained (b) compressed timetable with

optimized train order (c) (Note chart layout follows typical European presentation and solid and dot lines represent different types of trains) [10]
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customizable or reviewable, which may reduce the flex-

ibility of applying these tools.

The commercial railroad simulation software typically

revolves around two key simulation components: (1) train

movement and (2) train dispatching. The first component

uses railroad system component data provided as an input,

such as track and infrastructure characteristics (curvature

and grades), station and yard layout, signaling system, and

rolling stock characteristics, to calculate the train speed

along the track. Train dynamics is typically determined

based on train resistance formulas, such as Davis equation

and train power/traction. The dispatching simulation

component typically emulates (or attempts to emulate) the

action of the dispatcher in traffic management, but in some

cases, it can be also used as part of a traffic management

software to help traffic dispatchers to manage and organize

the daily train schedules (Fig. 5) [21].

According to Pachl, the simulation method can also be

divided into asynchronous and synchronous methods.

Asynchronous simulation software is able to consider

stochastically generated train paths within a timetable,

following the scheduling rules and the train priorities. In

synchronous simulation, the process of rail operations is

followed in real-time sequences, and the results are ex-

pected to be closely aligned with real operations. In con-

trast to the asynchronous method, synchronous methods

cannot directly simulate the scheduling, or develop a

timetable, without use of additional computer tools and

programs to create a timetable [31]. The outputs of

simulation software typically include several parameters

such as delay, dwell time, waiting time, elapsed time (all

travel time), transit time (time between scheduled stops),

trains speed, and fuel consumption of trains [21, 30].

4.2.1 Simulation methods: timetable based versus non-

timetable based

The commercial railroad simulation software can be clas-

sified in two groups: non-timetable based and timetable

based. The non-timetable-based simulations are typically

utilized by railroads that use the improvised (unstructured)

operation pattern without an initial timetable, such as the

majority of the U.S. rail networks. In this type of simula-

tion, after loading the input data in the software, the train

dispatching simulation process uses the departure times

from the initial station that are provided as part of the input

data. The software may encounter a problem to assign all

trains and request assistance from the user to resolve the

issue by manually adjusting the train data, or by modifying

the schedule constraints [9, 21].

The simulation procedure in timetable-based software

(typically used in Europe) is based on the initial timetable of

trains and the objective is to improve the timetable as much

as possible. The UIC’s capacity approach is often one of the

main theories behind the timetable-based simulation ap-

proach. The simulation process in this methodology begins

with creating a timetable for each train. In the case of

schedule conflict between the trains, the user must adjust the

timetable until a feasible schedule is achieved. However, the

user actions are more structured compared to the improvised

method, and is implemented as part of the simulation process

[21]. There are several common software tools in this

category, such as MultiRail (U.S.), RAILSIM (U.S.),

OpenTrack (Switzerland), SIMONE (The Netherlands),

RailSys (Germany), DEMIURGE (France), RAILCAP

(Belgium), and CMS (UK) [9, 30]. A comprehensive capa-

bility review of various simulation tools is outside the scope

of this paper, but three simulation packages (RTC, RailSys,

and OpenTrack) are briefly introduced to demonstrate some

key differences between non-timetable-based and timetable-

based software.

The rail traffic controller (RTC), developed by Berkeley

Simulation Software, is the most common software in the

non-timetable-based category, used extensively by the U.S.

rail industry [9]. RTC was launched in the U.S. (and North

American) rail market in 1995 and has since been
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continuously developed and upgraded. Since majority of

the U.S. train services (particularly freight trains) have

frequent adjustments in their daily schedules, RTC has

several features and tools for simulating the rail operations

in non-scheduled environment, including train movement

animation, automated train conflict resolution, and ran-

domization of train schedule. The dispatching simulation

component of RTC is based on a decision support core,

called ‘‘meet-pass N-train logic’’. For any dispatching

simulation practice, ‘‘meet-pass N-train logic’’ will decide

when the given trains should exactly arrive and depart from

different sidings, based on the defined train priorities and

preferred times of departure. The simulation outcomes may

include variation between the simulated departure times

and preferred times [39]. Besides its decision core fitting

the U.S. operational philosophy, RTC has other system

characteristics, such as attention to grade crossing, that

make it well suited to the U.S. market.

RailSys, developed by Rail Management Consultants

GmbH (RMCon) in Germany, is an operation management

software package that includes features, such as timetable

construction/slot management, track possession planning,

and simulation. It has been in the market since 2000 and it

is one of the commonly used timetable-based simulation

software in Europe. The capacity feature of RailSys uses

the UIC code 406 which is based on the timetable com-

pression technique [40, 41]. OpenTrack is another common

simulation package in Europe. It was initially developed by

Swiss Federal Institute of Technology-Zurich (ETH-Zur-

ich) and has since 2006 been supplied by OpenTrack

Railway Technology Ltd. OpenTrack is also a timetable-

based simulation tool with several features, such as auto-

matic conflict resolution based on train priority, routing

options and delay probabilistic functions, as well as several

outputs and reporting options, such as train diagram,

timetable and delay statistics, station statistics, and

speed/time diagram [42, 43].

4.3 Combined analytical–simulation approach

In addition to the analytical and simulation approaches, a

combined analytical–simulation method can also be used to

investigate the rail capacity. Parametric and heuristic

modelings (in analytical approach) are more flexible when

creating new aspects and rules for the analysis. On the

other hand, updating the railroad component input data and

criteria tends to be easier in the simulation approach, and

the process of running the new scenarios is generally faster,

although simulation may place some limitations when ad-

justing the characteristics of signaling or operation rules. A

combined simulation–analytical methodology takes ad-

vantage of both methodologies’ techniques and benefits,

and the process can be repeated until an acceptable set of

outputs and alternatives is found (Fig. 6). There are several

ways to combine analytical and simulation tools. For in-

stance, finding a basic and reasonable schedule of trains

through simulation, followed by analytical schedule can be

considered as one example of combined analytical–

simulation approach. Another example would be applica-

tion of a simplistic analytical model to provide the basic

inputs, such as determining the type of signaling system, or

developing train schedule, followed by more extensive and

detailed analysis in commercial rail simulation tools.

5 Review of capacity studies in the U.S. and Europe

The approaches, methodologies, and tools highlighted in

previous section have been applied in numerous U.S. and

European capacity studies. The team reviewed 51 total

studies using all three approaches (17 analytical studies, 22

simulation studies, and 12 combined simulation–analytical

approaches). Then, 25 of them that had sufficient details of

the study approach and respective results were used to

conduct a detailed assessment of studies conducted in

Europe versus in the U.S.

5.1 Studies with analytical approach

One of the first analytical models was developed by Frank

[44] in 1966 by studying the delay levels along a single

track corridor considering both directional and bidirec-

tional scenarios. He used one train running between two

consecutive sidings (using manual blocking system) and a

single average speed for each train to calculate the number

of possible trains (theoretical capacity) on the given seg-

ment. Petersen [45] expanded Frank’s idea in 1974 by

considering two different speeds, independent departure
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Fig. 6 Basic diagram of combined analytical–simulation approach for capacity analysis
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times, equal spacing between sidings, and constant delays

between two trains. Higgins et al. [46] developed a model

in 1998 for urban rail networks to evaluate the delays of

trains by considering different factors such as trains’

schedule, track links, sidings, crossings, and the direc-

tional/bidirectional operation patterns throughout the

network.

De Kort et al. [47] analyzed the capacity of new corri-

dors in 2003 by applying an optimization method and

considering uncertainty of demand levels on the planned

route. Ghoseiri et al. [48] introduced a multi-objective train

scheduling model of passenger trains along single and

multiple tracks of rail network, based on minimizing the

fuel consumption cost as well as minimizing the total

passenger time of trains. Burdett and Kozan [49] developed

analytical techniques and models in 2006 to estimate the

theoretical capacity of a corridor based on several criteria,

such as mixed traffic, directional operation pattern, cross-

ings and intermediate signals along the track, length of the

trains, and dwell time of trains at sidings or stations.

Wendler [50] used queuing theory and the semi-Markov

chains in 2007 to provide a technique of predicting the

waiting times of trains based on the arrival times, minimum

headway of trains, and the theory of blockings. Lai and

Barkan [3] introduced an enhanced technique of capacity

evaluation tools in 2009 based on the parametric modeling

of capacity evaluation, which was initially developed by

CN Railroad. The railroad capacity evaluation tool

(RCET), developed by Lai and Barkan, can evaluate the

expansion scenarios of network by estimating the line ca-

pacity and investment costs, based on the future demand

and available budget.

Lindner [51], recently, reviewed the applicability of

timetable compression technique, UIC code 406, to eval-

uate the corridor and station capacity. He used several case

studies and examples to conclude that UIC code 406 is a

good methodology for evaluating the main corridor ca-

pacity, but it may encounter difficulties with node (station)

capacity evaluation. Corman et al. [52] conducted another

study in 2011 to analyze an innovative approach of opti-

mization of multi-class rescheduling problem. The problem

focused on train scheduling with multiple priority classes

in different steps, using the branch-and-bound algorithm.

In addition to specific studies on railroad capacity, a

book edited by Hansen and Pachl [53], containing several

articles and sections conducted by different railroad studies

mostly by European universities and academic centers, was

released in 2008 as one of the latest resources of timetable

optimization and train rescheduling problem. The book

covers articles on various topics, such as cyclic time-

tabling, robust timetabling, use of simulation for timetable

construction, statistical analysis of train delays,

rescheduling, and performance evaluation.

5.2 Studies with simulation and combined approach

Studies using analytical approach preceded simulation and

combined approaches. One of the first general simulation

studies was conducted by Petersen et al. in 1982 by di-

viding a given corridor into different track segments where

each segment represented the distance between two siding/

switches [54]. Kaas [55] developed another general

simulation model in 1991, called ‘‘Strategic Capacity

Analysis for Network’’ (SCAN), by defining different

factors of simulation which could determine the rail net-

work capacity. In another study, Dessouky et al. (1995)

[56] used a general simulation model for analyzing the

track capacity and train delay throughout a rail network.

Their model included both single and double track corri-

dors, as well as other network parameters, such as trains

length, speed limits, and train headways. Sogin et al. [57]

recently used RTC to simulate several case studies at

University of Illinois, Urbana-Champaign. One of their

studies evaluated the impact of passenger trains along U.S.

shared-use double track corridors, considering different

speed scenarios. They concluded that increasing speed gap

between the trains can result in higher delays.

The Missouri DOT used the combined analytical–

simulation approach in 2007 to analyze the rail capacity on

the Union Pacific (UP) corridor between St. Louis to

Kansas City to improve the passenger train service re-

liability and to reduce the freight train delay. Six different

alternatives were generated based on a theory of constraints

(TOC) analysis3 and then compared with each other using

the Arena simulation method. A set of recommendations

and capital investment for each proposed alternative were

proposed with respect to delay reduction [38].

In another project, Washington DOT (WSDOT) con-

ducted a master plan in 2006 to provide a detailed op-

eration and capital plan for the intercity passenger rail

program along Amtrak Cascades route. The capacity of the

corridor was also evaluated using the combined simula-

tion–analytical approach. First, analytical methods were

used to determine the proposed infrastructure. Then the

proposed traffic and infrastructure were simulated with

RTC software to test the proposed infrastructure and op-

erational results. After running simulation on RTC soft-

ware, a heuristic (analytical) method, called root cause

analysis (RCA), was applied to evaluate the simulation

output. The objective of RCA method was to identify the

real reason of a delay along the rail corridor by comparing

3 TOC is a management technique that focuses on each system

constraints based on five-step approach to identify the constraints and

restructure the rest of the system around it. These steps are: 1) identify

the constraints, 2) decision on how to exploit the constraints, 3)

subordinate everything around the above decision, 4) elevate the

system’s constraints, and 5) feedback, back to step 1.
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the output reports of each delayed train with other train

services and to re-adjust the simulation outputs to be more

accurate, in addition to locating infrastructure bottlenecks

which caused the capacity issues and delays [58].

The Swedish National Rail Administration (Banverket)

carried out a research project in 2005 to evaluate the ap-

plication of the UIC capacity methodology (timetable

compression) for the Swedish rail network. RailSys soft-

ware was used for the simulations and the research team

analytically evaluated the capacity consumption, its rela-

tionship with time supplements (or buffer times), and the

service punctuality. The research concluded that the buffer

times are absolutely necessary for the service recovery, in

case of operation interruption. When there is no buffer

time, the service punctuality can be significantly degraded

due to increased capacity consumption. Banverket also

confirmed the validity of the framework and the results of

the UIC’s approach and asked their experts and consultants

to implement this analytical approach in their network [36].

In research conducted through combined analytical–

simulation approach, Medeossi et al. [59] applied

stochastic approach on blocking times of trains to improve

the timetable planning using OpenTrack simulation soft-

ware. They redefined timetable conflicts by considering a

probability for each train conflict as a function of process

time variability. The method repeatedly simulated indi-

vidual train runs on a given infrastructure model to show

the occupation staircase of trains in different color spec-

trums, while each color represents the probability of trains’

conflict which should be resolved.

Recently, a new ‘‘Web-based Screening Tool for

Shared-Use Rail Corridors’’ was developed in the U.S. by

Brod and Metcalf [60] to perform a preliminary feasibility

screening of proposed shared-use passenger and freight rail

corridor projects. The outcomes can be used to either reject

projects or move them to more detailed analytical/simula-

tion investigations. The concept behind the tool is based on

a simplified simulation technique which does not provide

optimization features or complex simulation algorithms.

The tool requires development of basic levels of infras-

tructure, rolling stock, and operation rules (trains schedule)

of the given corridor; and a conflict identifier assists the

user in identifying locations for a siding or yard extension

needed to resolve the conflict between existing and future

train services.

5.3 Detailed assessment of selected studies

Only a subsection of reviewed studies offered sufficiently

detailed explanation of the study approach and respective

results. These studies were broken into several categories

and subcategories for a comparison between the studies

conducted in Europe versus in the U.S. Table 1 and the

following discussion summarize the approach, tools used,

Table 1 Category/subcategory breakdown of 25 selected studies in the U.S. and Europe [2, 3, 9, 10, 21, 25, 29, 32, 35, 36, 38, 57–70]

Category/subcategory The U.S. (14 studies) Europe (11 studies)

Capacity approach Analytical 4 studies [2, 3, 29, 32] –

Simulation 5 studies [57, 61, 62, 64, 65] 5 studies [10, 25, 36, 67, 69]

Combined analytical–simulation 5 studies [9, 21, 38, 58, 60] 6 studies [35, 59, 63, 66, 68, 70]

Tools/software Only mathematical/parametric modeling 3 studies [2, 3, 29] –

General simulation software 3 studies [32, 38, 60] –

Timetable-based simulation software – 11 studies [10, 25, 35, 36, 59, 63,

66–70]

Non-timetable-based simulation software 8 studies [9, 21, 57, 58, 61, 62,

64, 65]

–

Purpose of research New methodology development/

methodology approval

5 studies [3, 9, 21, 29, 60] 7 studies [10, 25, 35, 36, 59, 66,

68]

Master plan/capacity analysis 3 studies [2, 38, 58] –

Academic research/project 6 studies [32, 57, 61, 62, 64, 65] 4 studies [63, 67, 69, 70]

Type of

outcomes/solutions

Delay analysis/improvement 3 studies [32, 57, 61] 1 study [69]

Infrastructure development, 1 study [2] –

Rescheduling/operation changes 2 studies [21, 62] 4 studies [25, 35, 63, 67]

Combination of above solutions 4 studies [38, 58, 64, 65] 2 studies [68, 70]

New tools/methodology approval 4 studies [3, 9, 29, 60] 4 studies [10, 36, 59, 66]

Validation of simulation

results

No comparison 6 studies [2, 9, 29, 57, 61, 62] 3 studies [25, 35, 36]

Base model 7 studies [3, 21, 38, 58, 60, 64,

65]

7 studies [10, 59, 63, 66, 67, 69,

70]

Base and alternative results 1 study [32] 1 study [68]
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study purpose, types of outcomes, and validation methods

of the 25 studies selected for more detailed comparison.

Approach Most studies used either simulation or com-

bined analytical–simulation approaches. However, research

conducted by AAR [2], University of Illinois at Urbana-

Champaign (UIUC) [3, 29], and University of Southern

California (USC) [32] applied analytical-only

methodologies.

Tools and software All European studies used timetable-

based simulation software (e.g., RailSys, OpenTrack,

ROMA), while the U.S. studies relied on other tools like

optimization/parametric modeling (UIUC and USC) [2, 3,

29], general simulation software (e.g., Arena) [38], web-

based screening tools [60], and non-timetable-based rail

simulation software (RTC).

Purpose of Research Three main purposes were identi-

fied for studies: (1) introducing new methodology for ca-

pacity evaluation, (2) evaluating the capacity status of a

given corridor as part of a corridor master plan develop-

ment, and (3) academic research on various capacity issues.

The majority of European studies (Denmark, Austria,

Germany, the Netherlands, and Sweden) were conducted

by industry or academic research teams to justify and

evaluate the UIC’s approach (UIC code 406) for capacity

evaluation [10, 35, 36, 67, 70], while the objectives of the

U.S. studies included all three subcategories.

Type of outcomes or solutions The outcomes and solu-

tions obtained from the U.S. studies included variety of

different types such as delay analysis (UIUC by using RTC

and USC by using Awesim/Minitab), rescheduling and

recommendations related to current operations (UIUC and

White) [21, 62], infrastructure development, and combi-

nation of all outcomes mentioned above (typically as part

of a master plan). In addition, new tools and parametric

models were also developed as the final outcome of three

U.S. studies (mainly by UIUC). The outcomes of European

studies were not so diverse, as they either approved the

application of UIC’s capacity methodology to be used on

their network [10, 36], or suggested network rescheduling

and operational changes (the timetable compression con-

cept) [25, 35, 63, 67, 70]. One of the common conclusions

of various studies was the identification of operational

heterogeneity as a major reason of delay, especially in the

U.S. rail network with unstructured operation pattern.

Validation of simulation results None of the studies

using analytical method compared the results to a real-life

scenario, but some of the simulation-based studies

validated the results with one of the following three types

of comparisons:

• No comparison No specific information or comparison

was provided between simulated results and actual

practices. As presented in Table 1, approximately one-

third of the studies (9 out of 25) did not validate the

simulation results, either because the study was not

based on actual operational data, or comparison was not

conducted as part of the research.

• Base model Only the results of a base model were

compared with the real data. More than half of the

studies (14 out of 25) compared the simulation results

only with the base model.

• Base and alternative results In addition to base model

comparison, the alternative outcomes were compared

with the real data. Only two studies belonged to this

category.

6 Summary and conclusions

This paper has provided an overview of capacity defini-

tions, alternative analysis approaches, and tools available

to evaluate capacity. It has also highlighted the key simi-

larities and differences between the U.S. and European rail

systems and how they affect related capacity analysis. Fi-

nally, the paper has reviewed over 50 past capacity studies

and selected 25 of them for more detailed investigation,

The review revealed no single definition of railroad

capacity. Rather, the definition varies based on the tech-

niques and objectives of the specific study. The capacity

analysis approaches and methodologies can also be clas-

sified in several ways, but are most commonly divided into

analytical and simulation methods. This paper also intro-

duced a third ‘‘combined’’ approach that uses both analy-

tical and simulation approaches.

While the objective of capacity analysis is common,

there are several differences between the U.S. and Euro-

pean rail systems that affect the approaches, tools, and

outcomes of analysis. Europe tends to use a structured

operations philosophy and thus uses often timetable-based

simulation approaches for analysis, while the improvised

U.S. operations warrant non-timetable-based analysis.

Other factors, such as differences in ownership, type and

extent of double track network, distance between and

length of sidings, punctuality of service, dominating type

of traffic (passenger vs. freight), and train configuration

also affect the analysis methods and tools.

The review of over 50 past studies revealed that a ma-

jority of analyses (approximately 65 % of studies) utilized

either simulation or combined simulation–analytical

methods, while the remainder relied on analytical methods.

Although the general simulation tools and modeling ap-

proaches have been used, most studies use commercial

simulation software either in the U.S. (non-timetable

based) or in Europe (timetable based). Based on the more

detailed review of 25 of the studies, European capacity
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analysis tends to be linked to the UIC 406 method, while

the U.S. does not seem to have as extensive principles as

the European case studies, but the methodologies vary

more from one study to another. The outcomes of European

studies were also less diverse than in the U.S., and com-

monly suggested rescheduling and operation changes as the

solutions for capacity improvement. Also the studies

showed limited effort in comparing the simulation results

to the actual conditions (the validation step), especially

after recommended improvements were implemented.

Only two studies did the full validation, 14 out of 25 only

compared the results with the base model, and the re-

maining one-third of the studies had no validation process.

Overall, it was found that there was no major divergence

between approaches or criteria used for capacity evaluation

in the U.S. and Europe. However, there are differences in

the tools used in these two regions, as the tool designs

follow the main operational philosophy of each region

(timetable vs. non-timetable) and include features that

concentrate on other rail network characteristics for the

particular region.
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Can a polycentric structure affect travel behaviour?
A comparison of Melbourne, Australia and Riyadh, Saudi Arabia

M. Alqhatani • S. Setunge • S. Mirodpour

Abstract This study models the impact of the shift from

a monocentric private-car-oriented city to polycentric

public-transport-oriented city. Metropolitan areas have

suffered traffic problems—in particular increase in travel

time and travel distance. Urban expansion, population

growth and road network development have led to urban

sprawl in monocentric cities. In many monocentric cities,

travel time and distance has steadily increased and is only

expected to increase in the future. Excessive travel leads to

several problems such as air pollution, noise, congestion,

reduction in productive time, greenhouse emissions, and

increased stress and accident rates. This study examines the

interaction of land use and travel. A model was developed

and calibrated to Melbourne and Riyadh conditions and

used for scenario analysis. This model included two parts: a

spatial model and a transport model. The scenario analysis

included variations of residential and activity distribution,

as well as conditions of public transport service.

Keywords Monocentric � Polycentric � Private mode �
Public transport � Four-step transport modelling

1 Introduction

Since the end of World War II, economic growth and

advancement in transport technologies have resulted in

rapid urbanisation. This rapid urbanisation has promoted

the shift from compact monocentric city to urban sprawl

which has caused not only traffic congestion problems, but

also longer trip distances, increased trip times and traffic

accidents [1].

Many researchers have suggested that monocentric urban

structures fail to optimise existing transport network util-

isation. CBD workers arrive at similar times each day gen-

erating an inward commuting flow from the outer suburbs

during morning peak hours and an outward commuting flow

during evening peak hours [2]. Decentralisation of

employment can be made possible by re-organisation of the

suburban structure, by shifting from single core city centre to

multiple suburban activity centres (employment, shopping,

recreation, etc.) located in the periphery of the city.

These suburban activity centres become strong alterna-

tives to the CBD, potentially combining the advantage of

sprawl locations (low density, lower land price and less

traffic congestion) with the advantages of subcentre loca-

tions (economy, urbanisation and personal interaction)

which are connected by a good transport system [3, 4].

In Australia, there is much interest in encouraging a

change in urban structure because it delivers significant

transport improvements, particularly public transport. All

major cities in Australia have developed spatial plans that

encourage transit-oriented development and in-fill devel-

opment (the so-called ‘urban consolidation’) [2].

These transport and land use policies look to bring

residences closer to public transport and to key activity

centres, in an attempt to improve public transport share and

to respond to concerns about traffic congestion [5]. How-

ever, there are other approaches towards the mix of activity

transport and land use, and interest in employment de-

centralisation has been encouraged in Melbourne and

Riyadh by the future master plan 2030.
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In Melbourne, activity centres were identified and clas-

sified into the following categories: 25 principal activity

centres, 79 major activity centres and 10 specialised activity

centres [6]. The latest focus advocates a polycentric city

with new six subcentres in addition to the CBD areas, called

Central Activity Districts, such as Box Hill, Broadmeadows,

Footscray, Frankston and Ringwood [7]. In contrast,

Riyadh’s land use and transport polices have adopted a

polycentric model, identifying six subcentres with tradi-

tional centres in the future master plan 2030 [8].

While the benefits of polycentric urban structure over

monocentric urban structure have been well examined and

qualitatively reported on in the literature, examination of

the shift from monocentric to polycentric urban structure

and quantification of its effects on travel remain a key gap

in the existing literature on this topic. This study endeav-

ours to discover how this shift reduces travel.

In conjunction with changes to urban structure, public

transport has been proposed as a key solution that can

decrease congestion and trip length, and urban form (popu-

lation and employment distribution) is recognised as a useful

way to reduce trip length. Some cities, such as Riyadh, have

so far limited public transport service. However, Riyadh is

also proposing to restructure to a polycentric city. It is,

therefore, useful to examine the significance of a public

transport system for a polycentric structure urban policy.

Riyadh and Melbourne have been selected as case

studies. Riyadh and Melbourne are similar in urban form

and population number, yet different in transport systems.

Private mode is predominantly used in Riyadh and Mel-

bourne. However, Melbourne has a good public transport

system while Riyadh is constrained by the limited scale of

its public transport network.

The objective of this paper is to quantify the impact of

polycentric urban structure policy in Melbourne and

Riyadh, as well as the significance of public transport in

supporting the polycentric urban structure.

2 Literature review

It has been understood that monocentric employment struc-

tures lead to long travel times for commuters, as well as

strong flows in one direction. Concentration of flows into a

small area creates traffic congestion for all modes during

peak times. On the other hand, polycentric structures are

linked to decreased travel times and distance, through a better

mix and balance of employment and residential areas [2].

2.1 Polycentric structure examples

In cities of Australia and New Zealand, residential dis-

persion has occurred but this has not led to a similar form

of employment dispersion. This is partly due to the

development of white-collar office jobs, as seen in the

Melbourne CBD, where between 1996 and 2006 100,000

new white-collar jobs were created (Mees et al. [10]).

The overcentralisation of office employment in Austra-

lian CBD areas has been linked to significant levels of long

travel distance and commuting time, traffic congestion,

poor balance between employment–housing structures,

significant levels of subsidy for public transport and

excessive costs for office leases. Urban traffic congestion

has grown significantly, and is recognised as a key policy

area and optimal growth and decentralisation policies have

been proposed as a response to these issues [2].

Review of research into employment decentralisation

policies and effect on transport has been developed [2].

Transport outcomes are different in different cities, with

decentralisation to rail-based localities in Japan and Sin-

gapore being extremely successful in decreasing traffic

congestion and increasing the performance of transit sys-

tems. Additionally, decentralisation in London over the

1960s–1970s has also decreased traveller flows into the

CBD.

In New South Wales (NSW), the government has pro-

moted a secondary centre in Parramatta. Parramatta started

with 10,000 jobs in 1971 and reached 40,000 jobs by 2005,

and Parramatta contributed to reduction in travel time. In a

recent master plan, the NSW government (City of Cities)

proposed to strengthen two new regional subcentres which

are Liverpool and Penrith [2].

However, in San Francisco, employment decentralisa-

tion has had little impact on reduction of mean distances or

travel times for commuters, with a lack of development of

self-containment. Within Stockholm, the development of

urban fringe residential areas for workers has led to

increased mean commuting distances, and ultimately led to

higher staff turnover [2].

While there appears to be positive outcomes to decen-

tralisation, there have been negative outcomes as well.

Little is known about how long it takes workers and

households to transition to new spatial arrangements after a

workplace relocation, say, by moving house, changing to a

job located elsewhere or changing schools for children.

There is a risk that decentralisation can lead to higher

proportion of suburb-to-suburb commutes which may entail

increases in car use as more workers travel farther [9].

2.2 Polycentric structure of Melbourne and Riyadh

The polycentric urban structure policy of Melbourne and

Riyadh need to be better understood based on the specific

context of these two cities. Most of the studies conducted

for Melbourne and Riyadh have been qualitative rather

than quantitative studies. In Melbourne, the Department of
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Planning and Community Development [11] mentioned

that shifting from one main centre to more alternative

centres has a similar CBD area function, which will reduce

congestion and allow residents to spend less time travelling

to and from work. Meanwhile, in Riyadh, the Arriyadh

Development Authority (ADA) [8] mentioned that ‘sub-

centres will create the opportunity for a balance between

work and residence in the new growth sectors of city

suburbs. The sub-centres will have significant effects to the

pattern of the daily trips between the suburbs and the city

centre by creating new workplaces. This also will reduce

the total of number daily trip, because may residents will

be living and working in the same section of the city and

therefore the movement will be directed away from the city

centre area, instead to the current pattern of going to the

city centre. There has been no clear view about how this

shift’s dynamic process works.

This study aims to contribute to the better understanding

of the impact of polycentric structure. A model analysis

was conducted to quantify the impact of the shift from

monocentric structure to polycentric structure in Mel-

bourne and Riyadh. The analysis focusses on the impact of

variants in activity and residential redistribution as shown

in Fig. 1.

3 Methodology

3.1 Data collection

One of the major tasks in this study was to collect data used

to develop a land use/transport model. Data collection was

divided into two groups: land use and demographic

information, and transport data. In Riyadh, the demo-

graphic and population data were collected by the Munic-

ipality of Riyadh (MOR) in 2008; however, the land use

data were conducted by the ADA in 2002.

In Melbourne, the demographic and population data

were collected by the Department of Transport of Victoria

in 2008; however, the land use data were collected by the

Local Municipalities Councils (2009).

The explanatory variables applied to the model are

based on data availability. The variables were formed in

relation to the socioeconomic characteristics of households,

demographic data, land use and urban form. The data for

Riyadh were sourced from the 2008 survey dataset, created

by the MOR; and for Melbourne the data were sourced

from the Department of Transport (DOT), Melbourne,

Victoria. The data were within the city’s Traffic Analysis

Zones (TAZs), with Riyadh featuring 2,166 TAZs and

Melbourne having 2,253 TAZs.

Riyadh’s trip data were obtained from the 2008 MOR

report, while for Melbourne they were sourced from the

2008 DOT data. The data focused on trip purposes,

including home-based work (HBW); home-based educa-

tion including primary, secondary and high school; home-

based recreation; home-based shopping; home-based other;

and non-home based.

The origin and destination (OD) trip data for Riyadh

were also sourced from MOR (2008) and for Melbourne

they were similarly sourced from DOT (2008). Trip data

are available for the AM peak period (2 h) in Riyadh, this

period was measured across 2 h in Melbourne, and the OD

trip matrix was organised by car, public transport and

walking modes. Trip distance is calculated as the shortest

distance between two centroid points which were sourced

Fig. 1 Urban structure and population distribution scenarios process
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by MOR and DOT in 2008 in Riyadh and Melbourne,

respectively.

At present, Riyadh has no tram and train service but it

has been designed to be used in the upcoming years. Public

transport data have been collected from MOR (2008). Also,

the data of walk trip distance were extracted from Ko-

ushki’s study (1989) and used to predict the walk trip mode

share in Riyadh.

Socioeconomic data for Melbourne were applied at the

TAZ level and used as an independent variable of the

models in this study, and the socioeconomic variables

included the number of employed residents, the number of

households, age group (0–17, 18–64, and 65?), the number

of jobs and the number of students.

Finally, land use data were also applied as an indepen-

dent variable, with independent variables organised into

two categories. Firstly, socioeconomic variables and land

use variables were broken into building gross floor area

(GFA), and secondly the number of buildings and activities

in each zone was measured. The GFA for Riyadh was

sourced from the ADA (2002), and for Melbourne it was

sourced from the Local Municipalities Councils (2009).

The number of buildings and activities in each zone mea-

sured the amount of retail, shopping areas and universities,

with the last measure providing strong analysis for trip

attraction in Riyadh. Land use data for Melbourne were not

readily available for this study and were not used.

3.2 Land use/transport interaction (LUTI) modelling

This section describes the land use model and transport

model used in the analysis.

3.2.1 Land use model

The land use model is a spatial model which is based on

several input variables such as population, employment,

housing and businesses. The interaction of spatial settle-

ment is created by the attractiveness of the spatial cells.

The interaction between the spatial model and the transport

network can be calculated by the accessibility indices,

which describe accessibility of different regions in the city,

in turn representing access to employment, shopping and

recreational facilities. Geographic Information System was

used for this purpose.

3.2.2 Transport model

A four-step transport model which models trip generation,

distribution, choice of mode and traffic assignment was

used to model transport network performance (Fig. 2).

The first module is trip generation, which makes use of

land use and socioeconomic data, such as demographic and

population data, to determine the number of trips produced

by and attracted to traffic zones. The second module is trip

distribution which determines the OD of trips that have

been estimated in the first module. The third module,

model split, organises the trip into different modes of

transport (i.e. private mode, train, tram, bus, cycling and

walking). The fourth module is traffic assignment which

allocates trips to different modes in the transportation

network [12]. This study did not involve traffic assignment

due to limitations in resources and data. Base year travel

time and cost estimates were assumed in this study.

3.2.3 Model calibration and validation

The model calibration process refers to an estimate of the

model parameters to fit the model results to a set of observed

data, while the validation process refers to an evaluation of

the results of the model outputs using the calibrated model

parameters compared to the observed outcomes. In this

study, part of the land use transport datasets were used for

calibration and the remainder for validation. The data were

divided into two groups: 80 % for calibration and 20 % for

validation by applying cross-classification method because

past data for both the cities were unavailable.

In Melbourne, the following Table 1 compares Trips,

VKT and mode share estimated by the model and estimated

based on the available data. The model was moderately

accurate. The model was considered adequate for the

purpose of this study given the resources available. In the

case of Riyadh meanly all trips are made by cars with

limited PT services at that amount. In the future PT will be

improved and some trips will use PT.

Figures 3, 4 and 5 show the trip length distribution

based on the model and available data.

3.2.4 Model application

The model was then applied to scenario analysis. This

analysis examined both future HBW and NHBW trips. The

explanatory variables for HBW and NHBW for Melbourne

and Riyadh are as follows (Table 2).

Four scenarios were set for the scale and distribution

activity and residential areas, as follows (Fig. 6):

Scenario 0 exhibits monocentric structure (existing

structure) without change in structure and network.

Scenarios 1, 2 and 3 exhibit polycentric structures with

variations in the redistribution of employment and resi-

dences, as follows:

• Scenario 1 has 5 new subcentres with redistribution of

population around the new subcentres.

• Scenario 2 has 5 new subcentres with redistribution of

employment around the new subcentres.
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• Scenario 3 has 5 new subcentres with redistribution of

both population and employment around the new

subcentres (see Fig. 2).

Additionally, different transport network structures and

their impact on the traffic congestion, as well as spatial

fragmentation, and trip times and distances were analysed.

Scenario 0 is paternal after historical growth from

2008 year conditions, while Scenarios 1, 2 and 3 were for-

mulated based on varying redistribution patterns. The base

year was set as 2008 and the future analysis year was set as

2030. For redistributing activity or residence, it was assumed

that 7.5 % at the incremental in activity/residence will add to

the CBD, while the remaining 92.5 % will be shared amongst

the new subcentres. The area outside the CBD or subcentres

will remain as 2008 (see Tables 3 and 4).

Fig. 2 Land use and transport model interaction process

Table 1 The comparison of VKT and mode share between observed

data and model

Indicator Melbourne model

Estimated from available data Estimated by model

VKT 25,530,322 30,075,288

Mode share

Car 1,996,470 1,769,266

Transit 270,884 493,184

Walk 171,469 171,911

Fig. 3 Distribution of trip length in Melbourne between the model

and observed data
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The growth in total population or activity was based on

historical trends as sourced from ADA in Riyadh and the

Australia Bureau of Statistics in Melbourne.

4 Model result

The comparative modelling suggests significant changes in

travel behaviour under idealised decentralisation scenarios

in both Riyadh and Melbourne.

4.1 Trip rates

4.1.1 HBW purpose

In Melbourne, car trip rates declined in scenarios 1 and 3,

and not in scenario 2. PT trip rates decreased in scenarios 2

and 3; however, it increased in scenario 1. Walk trip rates

increased in scenarios 1 and 3, yet there was a slight

decrease in scenario 2 (Table 5).

In Riyadh, car trip rates declined in all scenarios. Sce-

nario 3 decreased to a greater degree compared to scenarios

1 and 2. PT trip rates increased in scenarios 1, 2 and 3.

Walk trip rates increased in all scenarios. Scenario 3 had

the highest walk trip rates compared to all scenarios

(Table 6).

4.1.2 NHBW purpose

In Melbourne, car trip rates declined in all scenarios. PT

trip rates declined in scenario 2, and increased slightly in

scenarios 1 and 3. Walk trip rates increased in all scenarios

(Table 5).

In Riyadh, car trip rates declined in all scenarios. PT trip

rates declined in scenarios 2 and 3, and increased slightly

in scenario 1. Walk trip rates increased in all scenarios;

scenario 3 had the highest walk trip rate (Table 6).

Fig. 4 Distribution of HBW trip length in Riyadh between the model

and observed data

Fig. 5 Distribution of NHBW trip length in Riyadh between the

model and observed data

Table 2 The explanatory variables which are used for Melbourne

and Riyadh

Trip

purpose

Explanatory variables for

Melbourne

Explanatory variables for

Riyadh

HBW Number of workers Number of workers

Number of households Number of households

Number of jobs Number of jobs

NHBW Number of workers Number of workers

Number of households Number of households

Number of student Number of student

Number of jobs Number of jobs

Number of students in

school

Number of students in school

Number of retail shops Number of retail shops

Number of malls

Number of Students in

Universities

Fig. 6 Four scenarios in different structures
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Table 3 The distribution of residential and activities into six centres by different scenarios in Riyadh

Factors Variables Centre 2008 2030 (Scenario 0) Scenario 1 2030 Scenario 2 2030 Scenario 3 2030

Residential Households CBD 2,096 2,351 250,837 2,351 250,837

1 1,744 78,513 506,069 78,513 506,069

2 3,089 225,178 507,414 225,178 506,069

3 2,268 43,460 506,593 43,460 506,593

4 917 22,825 505,242 22,825 505,242

5 2,507 22,451 506,832 22,451 506,832

Other 763,055 3,151,264 763,055 3,151,264 763,055

Total 775,676 3,546,042 3,546,042 3,546,042 3,546,042

Workers CBD 4,884 5,478 584,701 5,478 584,701

1 4,070 183,181 1,179,653 183,181 1,179,653

2 7,207 525,360 1,182,790 525,360 1,182,790

3 5,290 101,379 1,180,873 101,379 1,180,873

4 2,143 53,342 1,177,726 53,342 1,177,726

5 5,846 52,347 1,181,429 52,347 1,181,429

Other 1,779,119 7,345,202 1,779,119 7,345,202 1,779,119

Total 1,808,559 8,266,288 8,266,288 8,266,288 8,266,288

Students in residences CBD 2,960 3,320 384,874 3,320 384,874

1 3,459 155,681 778,753 155,681 778,753

2 2,457 179,105 777,751 179,105 777,751

3 1,663 31,870 776,957 31,870 776,957

4 903 22,477 776,197 22,477 776,197

5 5,945 53,233 781,239 53,233 781,239

Other 1,782,550 6,803,567 6,803,567 1,782,550 1,782,550

Total 1,808,387 7,401,914 7,401,914 7,401,914 7,401,914

Activities Jobs CBD 4,830 5,417 5,417 507,841 507,841

1 682 30,695 30,695 1,018,785 1,018,785

2 1,058 77,124 77,124 1,019,161 1,019,161

3 10,854 208,008 208,008 1,028,957 1,028,957

4 1,366 34,002 34,002 1,019,469 1,019,469

5 7,047 243,101 243,101 1,025,150 1,025,150

Other 1,782,550 6,803,567 6,803,567 1,782,550 1,782,550

Total 1,808,387 7,401,914 7,401,914 7,401,914 7,401,914

Students in schools CBD 1,087 1,219 1,219 341,717 341,717

1 4,646 209,105 209,105 695,367 695,367

2 429 31,272 31,272 691,150 691,150

3 1,286 24,645 24,645 692,007 692,007

4 1,708 42,515 42,515 692,429 692,429

5 3,381 30,274 30,274 694,102 694,102

Other 1,239,874 4,707,615 4,707,615 1,239,874 1,239,874

Total 1,252,411 5,046,646 5,046,646 5,046,646 5,046,646

No. of retail shops CBD 378 424 424 19,125 19,125

1 61 2,745 2,745 38,058 38,058

2 21 1,531 1,531 38,018 38,018

3 65 1,246 1,246 38,062 38,062

4 17 423 423 38,014 38,014

5 217 7,943 7,943 38,214 38,214

Other 66,561 261,739 261,739 66,561 66,561

Total 67,320 276,051 276,051 276,051 276,051

Italics indicate significant change to Scenario 0
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Table 4 The distribution of residential and activities into six centres by different scenarios in Melbourne

Factors Variable Centre 2008 2030 (Scenario 0) Scenario 1 2030 Scenario 2 2030 Scenario 3 2030

Residential Households CBD 9,936 12,859 54,090 12,859 54,090

1 5,862 7,586 114,775 7,586 114,775

2 3,154 5,821 112,067 5,821 112,067

3 10,627 13,754 119,541 13,754 119,541

4 15,455 20,002 124,369 20,002 124,369

5 24,484 57,460 133,397 57,460 133,397

Other 1,357,873 1,898,631 1,357,874 1,898,631 1,357,874

Total 1,427,391 2,016,113 2,016,113 2,016,113 2,016,113

Workers CBD 10,818 14,001 67,228 14,001 67,228

1 6,517 8,434 145,661 8,434 145,661

2 2,367 4,368 141,511 4,368 141,511

3 12,845 16,625 151,990 16,625 151,990

4 19,595 25,360 158,740 25,360 158,740

5 27,477 64,486 166,622 64,486 166,622

Other 1,767,762 2,466,240 1,767,762 2,466,240 1,767,762

Total 1,847,381 2,599,514 2,599,514 2,599,514 2,599,514

Student in residences CBD 947 1,226 26,449 1,226 26,449

1 2,033 2,631 65,548 2,631 65,548

2 2,651 4,893 65,572 4,893 65,572

3 4,851 6,278 67,768 6,278 67,768

4 7,778 10,067 70,694 10,067 70,694

5 12,045 28,268 74,964 28,268 74,964

Other 764,020.4 1,081,081.2 763,449.2 1,081,081.2 763,449.2

Total 794,325.4 1,134,444.2 1,134,444.2 1,134,444.2 1,134,444.2

Activities Jobs CBD 219,548 280,283 280,283 277,229 277,229

1 13,637 18,354 18,354 160,739 160,739

2 8,249 13,008 13,008 150,662 150,662

3 20,333 26,150 26,150 162,714 162,714

4 21,409 27,534 27,534 163,781 163,781

5 23,832 44,978 44,978 166,234 166,234

Other 1,548,321 2,214,875 2,214,875 1,543,823 1,543,823

Total 1,855,329 2,625,182 2,625,182 2,625,182 2,625,182

Student in school CBD 63,056 81,610 81,610 96,218 96,218

1 20,536 26,579 26,579 108,510 108,510

2 20,396 37,645 37,645 102,362 102,362

3 15,984 20,687 20,687 97,909 97,909

4 10,534 13,633 13,633 92,449 92,449

5 30,472 71,514 71,514 112,424 112,424

Other 943,266 1,295,707 1,295,707 937,503 937,503

Total 1,104,244 1,547,375 1,547,375 1,547,375 1,547,375

No. of retail shops CBD 15,607 20,199 20,199 23,407 23,407

1 1,822 2,358 2,358 21,611 21,611

2 1,468 2,709 2,709 20,724 20,724

3 2,340 3,028 3,028 21,592 21,592

4 5,327 6,894 6,894 24,578 24,578

5 6,215 14,587 14,587 25,470 25,470

Other 229,663 316,760 316,760 229,153 229,153

Total 262,442 366,535 366,535 366,535 366,535

Italics indicate significant change to Scenario 0
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4.2 Mode share

4.2.1 HBW purpose

In Melbourne, car mode share declined in scenarios 1 and

3, compared to the scenario 0. However, scenario 2 had a

higher rate of increase compared to all scenarios. PT share

decreased in scenarios 2 and 3; however, PT share of

scenario 1 increased compared to scenario 0. Walk trip

increased in scenarios 1 and 3; however, scenario 2 was

similar to scenario 0 (Table 7).

In Riyadh, all scenarios resulted in a slight decrease in

car mode share. PT mode increased in all scenarios. Walk

mode share increased in all scenarios, and scenario 3 had

the highest increase (Table 8).

4.2.2 NHBW purpose

In Melbourne, car trip share declined in all scenarios

compared to baseline year 2030. Scenario 3 had a larger

decrease compared to scenarios 1 and 2. PT mode share

increased in all scenarios. Also, the walk trip share

increased in all scenarios compared to scenario 0. Scenario

3 PT mode share was higher than that of scenarios 1 and 2.

Riyadh’s result in mode share was similar to Mel-

bourne’s in terms of the decline in car mode share and

increase in walk share. However, the PT share increased in

scenario 1 and declined to a degree in scenario 3. In sce-

nario 2 there was no change compared to scenario 0.

4.3 Trip distance

Table 1 shows the comparative analysis of trip distance

between scenarios by HBW and NHBW purposes in both

Melbourne and Riyadh.

4.3.1 HBW purpose

In the case of Melbourne, there was a reduction in car and

PT trip distance for scenarios 1, 2 and 3. There was an

increase in walk trips distance (Table 9).

For Riyadh, there was a decrease in trip distance by car,

but there was an increase in trip distance by PT and walk

(Table 10).

4.3.2 NHBW purpose

Similar to HBW, there was a reduction in car and PT trip

distance for scenarios 1, 2 and 3 there was an increase in

walk trips distance in the case of Melbourne (Table 9).

For Riyadh, there was decrease in trip distance by car,

but there was an increase in trip distance by PT and walk

for scenarios 1 and 2. In the case of scenario 3, there was a

decrease in trips distance for all modes (car, PT and walk)

(Table 10).

4.4 Travel time

This section will display the trip time based on the different

scenarios in both Riyadh and Melbourne for HBW and

NHBW trip purpose.

4.4.1 HBW purpose

Table 11 shows that travel time by car has declined in all

scenarios except scenario 2 for HBW purpose, compared to

scenario 0. PT travel time decreased in all scenarios. Walk

travel time increased in all scenarios.

In the case of Riyadh, car travel time decreased in all

scenarios, particularly scenario 3. PT travel time increased

in scenario 1 and 2, but decreased in scenario 3. Walk

travel time increased in all three scenarios.

Table 5 Comparison of trip by modes between baseline 2030 and

polycentric scenarios in Melbourne

S1 S2 S3

Change

% vs. S0

Change

% vs S0

Change

% vs S0

HBW

Car trip -1.23 2.34 -0.71

PT trip 1.91 -7.71 -6.19

Walk trip 17.93 -5.09 59.24

NHBW

Car trip -2.85 -0.13 -4.42

PT trip 6.37 -0.21 5.80

Walk trip 6.86 1.26 15.60

Table 6 Comparison of trip by modes between baseline 2030 and

polycentric scenarios in Riyadh

S1 S2 S3

Change

% vs. S0

Change

% vs S0

Change

% vs S0

HBW

Car trip -7.83 -3.35 -20.32

PT trip 12.35 5.63 9.98

Walk trip 29.55 19.17 89.05

NHBW

Car trip -3.04 -5.01 -16.25

PT trip 4.02 -0.13 -1.07

Walk trip 10.28 59.52 63.03
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4.4.2 NHBW purpose

In Melbourne, car travel time declined in all scenarios

compared to scenario 0. PT travel time also decreased in

all scenarios. Walk travel time increased in all three

scenarios.

In Riyadh, Table 12 shows that car travel time

decreased in all scenarios, particularly scenario 3. PT travel

time changed slightly in scenarios 1 and 2 but decreased

notably in scenario 3. Walk travel time increased in sce-

narios 1 and 2, but decreased in scenario 3.

This means that all services such as school, medical and

retail lay close together, which assisted in reducing PT trip

time. Walk trip time improved, particularly in scenario 3.

This confirmed our expectation explained above, which is

that self-containment leads to increasing walk trip. In

Riyadh, car trip time declined in all scenarios; however,

scenario 3 had a higher rate of decline in car trip time

compared to scenarios 1 and 2. Also, this means that the

provision of services may have helped in the reduction of

car trip time. PT trip time fell in scenarios 2 and 3. The

latter had a higher rate of reduction due to the

Table 7 Comparison of mode shares for baseline 2030 and polycentric scenarios in Melbourne

2008 (%) Scenario 0 (%) Scenario 1 (%) Scenario 2 (%) Scenario 3 (%)

HBW

Car share 84.0 74.2 73.5 76.0 73.8

PT share 14.8 24.5 25.0 22.8 23.1

Walk share 1.3 1.2 1.5 1.2 3.0

NHBW

Car share 81.0 71.9 69.9 71.8 68.8

PT share 9.6 17.5 18.7 17.5 18.6

Walk share 9.4 10.6 11.4 10.8 12.6

Table 8 Comparison of mode shares for baseline 2030 and polycentric scenarios in Riyadh

2008 (%) Scenario 0 (%) Scenario 1 (%) Scenario 2 (%) Scenario 3 (%)

HBW

Car share 99.3 67.4 62.6 65.3 56.1

PT share – 31.6 36.1 33.5 35.2

Walk share 0.7 1.0 1.4 1.2 8.8

NHBW

Car share 97.1 64.0 62.1 60.8 55.1

PT share – 30.6 31.9 30.6 30.3

Walk share 2.9 5.4 6.0 8.6 14.5

Table 9 Comparison of transport performance between baseline

2030 and polycentric scenarios in Melbourne

S1 S2 S3

Change % vs. S0 Change % vs S0 Change % vs S0

HBW

Car PKT -5.56 -1.41 -12.69

PT PKT -5.93 -13.44 -23.54

Walk

PKT

24.24 4.37 56.65

NHBW

Car PKT -8.61 -1.35 -14.40

PT PKT -0.62 -1.01 -4.55

Walk

PKT

22.48 4.91 29.87

Table 10 Comparison of transport performance between baseline

2030 and polycentric scenarios in Riyadh

S1 S2 S3

Change % vs. S0 Change % vs S0 Change % vs S0

HBW

Car PKT -6.19 -1.60 -27.75

PT PKT 10.72 12.76 4.07

Walk

PKT

26.07 5.07 83.46

NHBW

Car PKT -2.22 -3.27 -39.44

PT PKT 4.26 7.96 -11.52

Walk

PKT

1.37 10.43 -27.02
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concentration of all services near the residential structure.

Walk trip time would increase slightly in scenarios 1 and 2,

at 0.12 and 0.99, respectively. However, scenario 3 fell

slightly at -2.39. This means that some services in and

around suburban activity centres mean that many more

people will be able to walk less than 2 km.

5 Conclusion

In this paper, we have reported on comparative analysis

through modelling that investigated the shift from mono-

centric to polycentric structure, and from private mode- to

PT mode-oriented city for Riyadh and Melbourne. The

results indicate that planned and concentrated employment

and population in key activity centres may deliver signifi-

cant benefits to reducing car trip distance. The findings of

the combined and coordinated redistribution of activity and

residences would achieve the best possible transport out-

come, with regards to reducing car trips, car mode share,

car travel distance and car travel. It also reduced travel

consumption in general, including PT travel. It also pro-

moted walk trips.

The finding of the study pointed that combination and

coordination of activity and residences redistribution into

polycentric structure for Melbourne and Riyadh will bring

about significant benefits and will play a key role in

achieving a more sustainable transport outcome.

It is recommended that urban restructure polices should

focus on both activity and residence re-alignment.

This study did not include network assignment. Further

research is needed to examine in detail the impact of urban

restructure with consideration to the capacity of the actual

network.
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baseline 2030 and polycentric scenarios in Melbourne
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HBW

Car PHT -3.24 0.91 -5.37

PT PHT -2.22 -3.88 -6.95

Walk

PHT

0.11 0.02 0.50

NHBW

Car PHT -3.58 -0.16 -5.86

PT PHT -0.21 -0.44 -1.05

Walk

PHT

0.94 0.16 1.42

Table 12 Comparison of transport performance by hours between

baseline 2030 and polycentric scenarios in Riyadh

S1 S2 S3

Change % vs. S0 Change % vs S0 Change % vs S0

HBW

Car PHT -5.72 -1.27 -20.15

PT PHT 2.36 1.14 -1.87

Walk

PHT

0.35 0.05 5.72

NHBW

Car PHT -1.79 -2.60 -26.23

PT PHT 0.59 -0.83 -7.30

Walk

PHT

0.12 0.99 -2.39
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Monitoring subsidence rates along road network by persistent
scatterer SAR interferometry with high-resolution TerraSAR-X
imagery
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Abstract Ground subsidence is one of the key factors

damaging transportation facilities, e.g., road networks

consisting of highways and railways. In this paper, we

propose to apply the persistent scatterer synthetic aperture

radar interferometry (PS-InSAR) approach that uses high-

resolution TerraSAR-X (TSX) imagery to extract the

regional scale subsidence rates (i.e., average annual sub-

sidence in mm/year) along road networks. The primary

procedures involve interferometric pair selection, interfer-

ogram generation, persistent scatterer (PS) detection, PS

networking, phase parameterization, and subsidence rate

estimation. The Xiqing District in southwest Tianjin

(China) is selected as the study area. This district contains

one railway line and several highway lines. A total of 15

TSX images covering this area between April 2009 and

June 2010 are utilized to obtain the subsidence rates by

using the PS-InSAR (PSI) approach. The subsidence rates

derived from PSI range from -68.7 to -1.3 mm/year.

These findings show a significantly uneven subsidence

pattern along the road network. Comparison between the

PSI-derived subsidence rates and the leveling data obtained

along the highways shows that the mean and standard

deviation (SD) of the discrepancies between the two types

of subsidence rates are 0.1 and ±3.2 mm/year, respec-

tively. The results indicate that the high-resolution TSX

PSI is capable of providing comprehensive and detailed

subsidence information regarding road networks with

millimeter-level accuracy. Further inspections under geo-

logical conditions and land-use categories in the study area

indicate that the observed subsidence is highly related to

aquifer compression due to groundwater pumping. There-

fore, measures should be taken to mitigate groundwater

extraction for the study area.

Keywords Subsidence � Road network � Persistent

scatterer interferometry � TerraSAR-X � Highway � Railway

1 Introduction

As the primary mode of transport, the road network, which

consists of highways and railways, handles the majority of

traffic volume [1, 2]. Maintaining the sustainability and

stability of these transportation infrastructures is crucial to

maintaining traffic safety [3]. Previous investigations

indicate that ground subsidence caused by tectonic move-

ments or anthropic activities, such as groundwater overuse,

is a major concern in land-use planning, infrastructure

sustainability evaluation, and engineering construction [4].

Subsidence (especially subsidence troughs) along high-

ways and railways impairs the sustainability and stability

of these transportation infrastructures, thus resulting in

great risk in traffic safety [3]. Therefore, the effective and

accurate monitoring of subsidence along road networks is

necessary in preventing these negative effects. This is

particularly important in urban areas where highway and

railway lines are highly integrated and dense.

In the last decades, the subsidence of highways and rail-

ways has generally been measured by conventional point-

based surveying techniques, e.g., leveling, wire-flex exten-

someter, and global positioning system [4]. Nowadays, the
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differential synthetic aperture radar interferometry (DIn-

SAR) [5, 6] has exhibited great potential as a newly devel-

oped geodetic technique to map ground subsidence. The

spatial resolution and coverage of DInSAR are advantageous

compared with conventional methods. However, the DIn-

SAR technique is inevitably affected by spatiotemporal

decorrelation [7], topographic errors [5], and atmospheric

delay [8], which significantly reduce the accuracy of DIn-

SAR measurements. To overcome these drawbacks, Ferretti

et al. [9] proposed the permanent scatterer synthetic aperture

radar interferometry (PS-InSAR) method. Numerous PS-

InSAR (PSI) approaches have been developed since then and

have been tested by using moderate spatiotemporal resolu-

tion synthetic aperture radar (SAR) data, such as ERS-1/2

and ENVISAT ASAR C band SAR images [10–12]. In spite

of the differences of data processing strategies among the

different PSI approaches, PSI techniques generally track the

deformations of stable point-like targets, i.e., the persistent

scatterers (PSs) [9]. The PSI method employs strategies of

specialized modeling, and estimates the deformation rate and

topographic error at a given target on the basis of multi-

temporal InSAR phase observations of the target. Therefore,

it is possible to separate the deformation information from

other phase components (e.g., topographic errors and

atmospheric delay). The PSI method has been proved very

useful for monitoring subsidence in urban areas [11–14].

More advantages of PSI approach can be found in [9–14].

In recent years, the InSAR techniques (both DInSAR and

PSI) have been used to monitor deformations related to

highways and railways. In 2006, the U.S. Department of

Transportation reported the results of InSAR applications for

deformation monitoring of slopes nearby the highway

transportation projects connecting different states [15]. Shan

et al. [16] used the InSAR technique to extract deformations

of an expressway and road area in an isolated permafrost area

of China in 2012. Froese et al. [17] used the InSAR technique

to manage risks associated with ground movements along the

railway corridors. Ge et al. [18] mapped the ground subsi-

dence along the Beijing–Tianjin high-speed railway using

InSAR technique, and studied the impact of the subsidence

on the railway. These previous studies of using InSAR

technique to monitor deformations related to highways and

railways utilized the moderate-resolution SAR images as

mentioned before, and they analyzed the capability of InSAR

applications in these monitoring activities.

The recent X-band (that has a wavelength of 3.1 cm) radar

sensor onboard the German satellite TerraSAR-X (TSX) is

capable of producing SAR images at high spatial and tem-

poral resolutions of approximately 1–3 m and at 11 days

(i.e., satellite repeat cycle), respectively [13, 14]. Thus, data

availability for subsidence detection by PSI is extended [13,

14, 20]. First of all, the high spatial resolution of TSX can

remarkably increase PS density, and thus leading to more

detailed monitoring of ground movements. Furthermore, the

short repeat cycle and short radar wavelength of TSX make it

highly sensitive to ground movements, which means higher

capability of tracking the slowly-accumulated ground sub-

sidence. In this paper, we propose to apply PSI approach with

the use of high-resolution TSX images to monitor the com-

prehensive subsidence rates of the road networks in urban

areas. The PSI approach includes interferometric pair

selection, interferogram generation, PS detection, PS net-

working and neighborhood differencing, phase parameteri-

zation, and subsidence estimation strategies. The Xiqing

district in southwest Tianjin (China), which contains multi-

ple highways and one railway line, is selected as the study

area. A total of 15 TSX images obtained from this area

between April 29, 2009 and June 2, 2010 are utilized to

extract subsidence rates along the road network by using the

TSX PSI approach. To assess the accuracy of the subsidence

derived by using the PSI approach, the subsidence of the road

network as measured by leveling is used as reference datum

for comparative analysis.

2 Study area and data source

2.1 Study area

We select the Xiqing district in Tianjin (China) as the study

area to investigate the applicability and potential of the

TSX PSI approach in subsidence inversion along road

networks. Figure 1 shows that Tianjin is located in the

northeastern part of China, bordering Beijing at northwest,

the Hebei province at northeast, and the Bohai Bay at east

[19, 20]. Being one of the largest and most important

industrial cities in north China, Tianjin suffers from water

shortage due to its natural geographic condition and semi-

arid climate [19]. Thus, a large amount of groundwater

(especially the deep phreatic water) has been exploited to

meet industrial and agricultural needs, resulting in severe

land subsidence in several areas of Tianjin [19].

As shown in Fig. 1, the study area (Xiqing) is located in the

southwestern part of Tianjin, bordering the Tianjin urban area

at northeast. Figure 2 shows the averaged SAR amplitude

image of the study area. In recent years, several new industrial

parks have been constructed and launched for daily produc-

tion in Xiqing. To meet the transportation needs from the

increased industrial production, several new highways were

constructed in the recent years. As illustrated in Fig. 2, mul-

tiple highways and one railway line are located in the study

area, forming a road network. As a result of the progress in

industrial and agricultural production, much of the ground-

water in this area is being exploited to meet the increasing

water needs for production activities. This excessive exploi-

tation of groundwater may result in uneven subsidence.
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Uneven subsidence can cause deformation on the highway

surface and the railway tracks [1, 2]. The dynamic and static

loads from heavy vehicles (carrier trucks and trains) should

also be considered. These additional burdens lead to roadbed

compression (i.e., subsidence), resulting in the distortion of

the road surface and railway tracks.

2.2 Data source

To obtain the subsidence rates of the road network in the

study area, the 15 TSX SAR images acquired between

March 27, 2009 and June 2, 2010 are used in PSI pro-

cessing. All images are provided in single look complex

format, with a pixel spacing of 1.36 m in slant range (i.e.,

2.07 m in ground range) and 1.90 m in azimuth. Figure 2

shows the averaged TSX SAR amplitude image of the

study area, which is approximately 11 9 12 km2. The

roads, highways, railway line, buildings, fishponds, and

crop parcels can easily be identified from the high-resolu-

tion TSX SAR amplitude image. As annotated in Fig. 2, 20

leveling points (LPs) were deployed along four highways,

namely, Xiqing road (AA0), Zhongbei road (BB0), Jinjing

road (CC0), and South Haitai road (DD0). Three leveling

campaign epochs were conducted on all of the LPs. The

acquired leveling data were used to validate the subsidence

rates derived using TSX PSI.

The image acquired on September 30, 2009 was selected as

the reference image and all other images were coregistered

and resampled into the same grid space as the reference image.

In this study, we first generate 105 interferometric pairs

through a full combination of the 15 TSX images. The spatial

(perpendicular) and temporal baselines (SB and TB) of the

interferometric pairs range from 3.8 to 320 m and from 11 to

429 days, respectively. To reduce the spatial decorrelation

and residual topographic errors (both of them are positively

related to spatial baselines of the interferometric pairs) in the

interferometric phases, only interferometric pairs with SBs

shorter than 150 m are considered for processing. A total of 53

interferograms are generated. Table 1 lists the general infor-

mation (acquisition dates of master and slave images, SBs, and

TBs) of the interferograms. We generate 53 differential

interferograms by using the two-pass differential InSAR

method with the use of the digital elevation model (DEM)

derived by the shuttle radar topography mission (SRTM). One

potential disadvantage of differential InSAR with high-reso-

lution TSX SAR images is lacking of external DEMs with

comparable resolution, which is possible to induce extra

topographic errors. Taking into consideration of the difference

between resolution of the external DEM and the TSX SAR

imagery, the external DEM was first oversampled to the same

grid space as the reference TSX SAR image. Moreover, we

rejected the interferometric pairs with longer perpendicular

baselines to further confine the related topographic errors.

3 PSI procedures

3.1 Detection of PSs

We detect PSs by following method proposed by Ferretti

et al. [9]. A pixel is a PS if it satisfies the following

empirical criteria:

Map of China

Bohai

0 km 45 km 90 km 135 km

Hebei Tianjin

Bohai bay

Beijing

Hebei

Fig. 1 Location map (modified from [20]) of the study area

101Monitoring subsidence rates along road network by persistent scatterer SAR interferometry with high-resolution...

___________________________ WORLD TECHNOLOGIES ________________________



Damp ¼ ramp

�a � 0:25;
�a� �Aþ rA;

�
ð1Þ

where Damp is the amplitude dispersion index (ADI) [8]; �a
and ramp are the mean and standard deviation (SD),

respectively, of the amplitude time series at a pixel; and �A

and rA are the overall mean and SD of the amplitude

values of all the pixels in the mean amplitude image. The

first criterion in Eq. (1) indicates that the pixels with

smaller ADI are more temporally stable in radar back-

scattering than those with higher ADI, whereas the second

criterion postulates that pixels with higher amplitude val-

ues tend to be more temporally coherent [12].

3.2 PS networking, phase parameterization, and

subsidence estimation

After PS detection, all PSs are connected to form a Dela-

unay triangulation network, which is taken as the subsi-

dence observation network [11, 20]. Phase modeling is

based on the concept of neighborhood differencing [11, 12,

20] applied to each of the links in the Delaunay triangu-

lation network.

Given N differential interferograms, the phase values at

two neighboring PSs (e.g., p and q) extracted from the ith

differential interferogram can be expressed by [12]:

Up
i ¼ �

4pBT
i

k
vp cos hp �

4pB?i;p
kRp sin hp

ep þ /
_p

i � 2kpp; ð2Þ

Uq
i ¼ �

4pBT
i

k
vq cos hq �

4pB?i;p
kRq sin hq

eq þ /
_q

i � 2kqp; ð3Þ

where U�i is the wrapped phase at the PSs; v� and e� are the

subsidence rates and the elevation residuals (due to

uncertainties in the SRTM DEM used) at the PSs, respec-

tively; BT
i is the TB of the ith interferogram; B?i;� is the SB

of the PSs in the ith interferogram; k is the radar wave-

length (3.1 cm for the TSX system); R� and h� are the

sensor-to-target range and the radar incident angle at the

PSs, respectively; /
_�

i is the residual phase consisting of the

nonlinear subsidence, atmospheric artifacts, orbit errors,

Fig. 2 Averaged amplitude image of the study area with annotation of highways, railway line, and the leveling points (LPs). The four highways

and one railway line as annotated by AA0, BB0, CC0, DD0, and EE0 are selected for further analysis

102 Traffic Engineering and Transport Planning

___________________________ WORLD TECHNOLOGIES ________________________



and decorrelation noises; and 2k�p denotes the integer

ambiguity of the wrapped observation phases.

After neighborhood differencing, the phase increment

(U
_

i) between the two adjacent PSs of each link can be

derived by using Eqs. (2) and (3) and represented as a

function of the subsidence rate increment (t), the elevation

residual increment (n), and the residual phase increment

(/
_p;q

i ) [12]. N differential equations can be obtained by

using N differential interferograms. In each link, t and n
can be estimated by maximizing the following objective

function [12]:

c ¼ max 1
N

PN
i¼1

ðcos xi þ j sin xiÞ
����

����
� �

xi ¼ /
_

i �
4pBT

i

k
t cos �h� 4p�B?i

k�R sin �h
n;

8>><
>>:

ð4Þ

where �R, �h, and �B?i are the mean sensor-to-target range, the

mean radar incident angle, and the mean perpendicular

baseline between two PSs, respectively; c is the model

coherence (MC) of the link; and j ¼
ffiffiffiffiffiffiffi
�1
p

. t and n can be

derived by searching within a given solution space (e.g., -5

to 5 mm/year for t and -20 to 20 m for n when high-reso-

lution TSX images are used) to maximize the MC. In this

study, the searching procedure was carried out with step

values of 0.01 mm/year and 0.02 m for t and n, respectively.

Once the subsidence rate and elevation residual incre-

ments of all the links are estimated by using Eq. (4), the

Delaunay triangulation network can be treated by the

weighted least squares (LS) adjustment to estimate the

subsidence rates and the elevation residuals of all the PSs.

The square of the maximized MC value of each link is

considered the weight [12]. An LP with subsidence rate

obtained through leveling measurements can be considered

as a reference point for the LS adjustment. In this paper, we

focus on analyzing the PSI-retrieved subsidence along road

networks. A detailed discussion on PSI approach is beyond

the scope of this work and can be found in [11–13].

4 Experimental results and analysis

4.1 Subsidence rate map and interpretation

The subsidence rates at all PSs were extracted from 53

differential interferograms by using the PSI approach pre-

sented in Sect. 3. One corner reflector with leveling mea-

surements known was taken as the reference point (RP)

while carrying out the LS adjustment. Figure 3 shows the

generated subsidence rate map of the entire study area and

the position of the RP (the black square). The map com-

prises two layers: the color-coded layer; and the base map

layer (the averaged amplitude image). The color-coded

layer, which includes a scale bar, presents the magnitude

and distribution of the estimated subsidence rates of all the

PSs. Very dense PSs were detected in the study area due to

the high-resolution of TSX imagery. The total number of

PSs is 686,598, while the averaged density of PSs is 5,201

Table 1 Fifty-three short baseline interferograms

Master/slave

dates in YMD

SB (m) TB (days) Master/slave

dates in YMD

SB (m) TB (days) Master/slave dates

in YMD

SB (m) TB (days)

090429/090510 17 11 090510/100702 -109 418 090828/090930 -80 33

090429/090521 51 22 090521/090704 -81 44 090828/100107 77 132

090429/090704 -30 66 090521/090806 73 77 090828/100220 -53 176

090429/090806 125 99 090521/091102 54 165 090828/100325 111 209

090429/090828 -115 121 090521/091205 62 198 090828/100702 23 308

090429/091102 106 187 090521/100107 -89 231 090930/100220 26 143

090429/091205 113 220 090521/100325 -55 308 090930/100702 103 275

090429/100107 -37 253 090521/100702 -143 407 091102/091205 7 33

090429/100325 -3 330 090704/090828 -84 55 091102/100107 -144 66

090429/100702 -91 429 090704/091102 136 121 091102/100325 -110 143

090510/090521 33 11 090704/091205 143 154 091205/100107 -150 33

090510/090704 -48 55 090704/100107 -7 187 091205/100325 -117 110

090510/090806 107 88 090704/100220 -138 231 100107/100220 -130 44

090510/090828 -132 110 090704/100325 26 264 100107/100325 33 77

090510/091102 88 176 090704/100702 -61 363 100107/100702 -53 176

090510/091205 95 209 090806/091102 -18 88 100220/100702 77 132

090510/100107 -55 242 090806/091205 -11 121 100325/100702 -87 99

090510/100325 -21 319 090806/100325 -129 231
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per square kilometer. The color map shows the uneven

subsiding pattern, with subsidence rate magnitude ranging

from -69 to 0 mm/year. The mean subsidence rate in this

area is -33.7 mm/year. The results indicate that the study

area is a predictably active subsidence zone. Simultaneous

inspections of Figs. 2 and 3 reveal that apparent subsidence

was observed along the highways and the railway line.

Closer inspections of Fig. 3 reveal that the subsidence

pattern in the study area is highly associated with local

land-use categories. Four typical areas are selected as

examples for further analysis. The four selected areas are

identified by the dashed rectangles, namely, P1, P2, P3, and

P4. Figure 4 shows the relevant optical images. To provide

a good presentation of subsidence related to P1, P2, P3, and

P4, we list their maximum, minimum, and mean subsidence

rates in Table 2. The highest subsidence rate is observed in

P1, with the maximum and mean magnitudes of -68.8 and

-50.6 mm/year, respectively. P3 and P4 have relatively

higher subsidence rates with the mean values of -33.9 and

-44.8 mm/year, respectively. P2 has relatively lower

subsidence rates as compared with P1, P3, and P4. The

maximum and mean subsidence rates of P2 are -40.7 and

-26.2 mm/year, respectively.

According to our in situ investigations, P1 contains a

thermal power plant (marked by the dashed oval), multiple

industrial factories (marked by the dashed rectangle) and

some residential quarters (marked by the dashed polygon).

P3 and P4 mainly comprise industrial parks, whereas P2

consists of residential quarters. The observed subsidence in

these areas is caused by groundwater extraction for pro-

ductive and domestic water needs. The aquifer in the study

area was formed in the Neogene Period. This layer mainly

belongs to the Neogene period and the Quaternary sedi-

mentary formation period [4, 19]. Geologically, the aquifer is

a thick clayey stratum consisting of grits and loose, or semi-

loose argillaceous sediments [19]. Excessive exploitation of

groundwater can result in severe water table depression. This

depression further leads to interstitial water runoff and the

consequence is aquifer compression which accounts for the

subsidence. The heterogeneous subsidence observed in the

study area (as shown in Fig. 3) is attributed to the various

groundwater pumping intensities in different regions.

4.2 Closer inspections of the subsidence related to the

road network

We select four highways and one railway line to further

analyze the subsidence phenomena related to the road

network (see Fig. 2). The selected highways and railway

line, namely, Xiqing road, Zhongbei road, Jinjing road,

Fig. 3 Subsidence rate map of the study area
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South Haitai road, and Jinpu railway, are annotated by AA0,
BB0, CC0, DD0, and EE0, respectively. We first estimated

the full resolution (i.e., the original resolution as per the

TSX image) subsidence rates along the highways and the

railway line by using the Kriging interpolation method. We

then extracted the subsidence rate profiles from the cen-

terline of each highway and from the railway line. Fig-

ure 5a–e shows the subsidence rate profiles related to each

highway and the railway line. Figure 5 exhibits the uneven

subsidence distribution along the transportation facilities

being studied. Table 3 lists the maximum, minimum, and

mean subsidence rate values of each highway and the

railway line. The Jinpu railway and the Xiqing highway

have subsidence rates that are significantly higher than

those of other highways.

Further inspections of Figs. 2 and 4 indicate that dense

industrial parks and residential quarters are located along

both sides of the selected highways and railway line. The

local land-use category of each highway and railway line is

annotated in Fig. 5. Figure 5 shows that the subsidence

troughs revealed by the profiles are mostly located near

industrial areas, whereas the sections with relatively lower

subsidence rates are near residential areas, agricultural

areas, and commercial and storage areas. A closer inspec-

tion of Figs. 2, 4, and 5a, e shows that the maximum

subsidence rates along the Xiqing road and the Jinpu rail-

way are observed near the thermal power plant. As dis-

cussed in Sect. 4.1, groundwater pumping due to

Fig. 4 Optical images related to P1, P2, P3, and P4

Table 2 Maximum, minimum, and mean subsidence rates of P1, P2,

P3, and P4

Name Maximum

(mm/year)

Minimum

(mm/year)

Mean

(mm/year)

P1 -68.8 -37.0 -50.6

P2 -40.7 -14.9 -26.2

P3 -52.5 -12.5 -33.9

P4 -62.1 -28.0 -44.8
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productive and domestic water needs in the residential and

industrial regions is accountable for the subsidence in and

around these areas. Water pumping has indeed affected the

neighboring highways and the railway line. Therefore,

measures should be taken to optimize groundwater use

planning and to restrict groundwater pumping. However,

groundwater pumping is not the only factor affecting the

transportation facilities being studied. Another factor

responsible for the uneven subsidence of the highways and

the railway line is the dynamic load from heavy vehicles,
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Table 3 Maximum, minimum, and mean subsidence rates of the selected highways and the railway line

Name Maximum (mm/year) Minimum (mm/year) Mean (mm/year)

Xiqing road (AA0) -54.5 -14.6 -36.3

Zhongbei road (BB0) -34.8 -11.4 -21.1

Jinjing road (CC0) -43.1 -14.6 -28.8

South Haitai road (DD0) -34.8 -11.9 -21.3

Jinpu railway (EE0) -67.8 -22.8 -41.0

Table 4 Maximum slope changes of subsidence rates (mm/year) along different sections of the selected highways and the railway line

Name Industrial area Commercial area Agricultural area Residential area

Xiqing road (AA0) 14.3 8.2 – 9.7

Zhongbei road (BB0) 23.3 – – 9.2

Jinjing road (CC0) 14.4 – 16.7 –

South Haitai road (DD0) 23.8 14.5 – –

Jinpu railway (EE0) 22.3 12.3 – 2.8
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such as trucks and trains. The uneven external forces from

dynamic loads can result in heterogeneous surface defor-

mations on the highways and railway line.

For more comprehensive understanding of the uneven

subsidence, the maximum slope changes of subsidence

rates (mm/year) along different sections (being divided by

the black vertical lines in Fig. 5) of the selected highways

and the railway line are estimated from the subsidence rate

profiles and are shown in Table 4. The maximum slope

changes in industrial areas show the highest magnitudes

ranging from 14.3 to 23.8 mm/year, and those in residential

areas have the lowest magnitudes, while the subsidence

rates in agricultural and commercial areas reveal medium

maximum slope changes. Such circumstances demonstrate

that the subsidence in industrial areas is highly dominated

by the heterogeneous pattern, while the subsidence in areas

with other land-use categories (e.g., agricultural land, res-

idential land, and commercial land) is relatively less

heterogeneous.

It is worth noting that dense PSs were identified along

the studied highway and railway lines in our study area

(see Fig. 3). One reasonable explanation is that the street

lamps, stones, and fences distributed along the highway

and railway lines can be easily and individually identified

by the high-resolution TSX imagery (i.e., TSX SAR

images have small pixel size). This characteristic is

advantageous of providing more detailed subsidence

information in PSI analysis, which makes the subsidence

troughs along the road network be clearly observed (see

Fig. 3). Moreover, the TSX imagery has wavelength of

3.1 cm, which is shorter than other regular used SAR

systems such as ALOS PALSAR L band (23.6 cm) and

ENVISAT ASAR and ERS1/2 C band (5.6 cm) SAR

imagery. Shorter wavelength corresponds to relatively

higher observation sensibility to ground movements,

resulting in more precise monitoring of the land subsi-

dence. The accuracy of the subsidence rates derived by

TSX PSI will be validated by comparing with leveling

measurements (see Sect. 4.3).

4.3 Subsidence validation with leveling data

For validation purposes, we used the in situ leveling data to

assess the accuracy and reliability of the subsidence rate

measurements derived by using the TSX PSI. We com-

pared the subsidence rates derived by TSX PSI with those

derived through leveling, i.e., subsidence rates obtained at

the LPs (as marked in Fig. 2) by three precise leveling

campaign epochs. Figure 6 shows the comparison between

the two types of subsidence rates at the LPs. Statistical

analysis shows that the discrepancies between the two

types of subsidence rates at all LPs range from -5.1 to

4.2 mm/year, while those at the LPs on each highway

range from -3.0 to 3.2 mm/year, -3.2 to 4.1 mm/year,

-5.1 to 2.7 mm/year, and -2.4 to 4.2 mm/year, respec-

tively. The mean and SD of the discrepancies at all LPs are

0.1 and ±3.2 mm/year, respectively. The results show that

the high-resolution TSX PSI is useful in monitoring sub-

sidence related to highways and railways at millimeter-

level accuracy.

5 Conclusions

We propose to apply PSI approach using high-resolution

TSX imagery to extract the regional scale subsidence

related to the road network. The Xiqing district in south-

west Tianjin (China) is selected as the study area, and the

subsidence rates along the highways and the railway line in

this area are obtained by using the PSI approach utilizing

15 TSX SAR images acquired between April 29, 2009 and

June 2, 2010. The quality of the subsidence rates derived

using the PSI approach is assessed with use of ground truth

data obtained by precise leveling.

The subsidence rate map shows that the study area is

highly affected by uneven subsidence. The maximum,

minimum, and mean subsidence rates are -68.7, -1.3,

and -33.7 mm/year, respectively. The subsidence rate

map, the optical images, and our in situ investigations in

the study area demonstrate that the subsidence pattern is

highly related to land-use categories (i.e., industrial lands,

residential lands, agricultural lands, commercial lands,

etc.). The uneven subsidence in this area is attributed to

aquifer compression caused by the unbalanced pumping

of groundwater in different types of lands. Further

inspections of the subsidence rate profiles of the trans-

portation facilities and the land-use categories around

them indicate that groundwater pumping has indeed

affected the road network being studied. Therefore, mea-

sures should be taken to optimize groundwater use plan-

ning and to mitigate groundwater extraction. The

comparison between the subsidence rates derived using

PSI and those obtained by leveling shows that the dis-

crepancies between the two types of subsidence rates at

all the LPs are within -5.1 to 4.2 mm/year. The mean

and SD of the discrepancies are 0.1 and ±3.2 mm/year,

respectively.

The results demonstrate that the PSI method based on

high-resolution TSX imagery is useful in detecting road

network subsidence. The subsidence measurements derived

using the TSX PSI method have millimeter-level accuracy.

The high-resolution and regional-scale characteristics of

TSX PSI are helpful in detecting subsidence troughs that

may damage the road network. The TSX PSI method is

also advantageous in revealing the mechanism and origins

of the subsidence phenomena.
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The approach to calculate the aerodynamic drag of maglev train
in the evacuated tube

Jiaqing Ma • Dajing Zhou • Lifeng Zhao •

Yong Zhang • Yong Zhao

Abstract In order to study the relationships between the

aerodynamic drag of maglev and other factors in the

evacuated tube, the formula of aerodynamic drag was

deduced based on the basic equations of aerodynamics and

then the calculated result was confirmed at a low speed on

an experimental system developed by Superconductivity

and New Energy R&D Center of South Jiaotong Univer-

sity. With regard to this system a high temperature super-

conducting magnetic levitation vehicle was motivated by a

linear induction motor (LIM) fixed on the permanent

magnetic guideway. When the vehicle reached an expected

speed, the LIM was stopped. Then the damped speed was

recorded and used to calculate the experimental drag. The

two results show the approximately same relationship

between the aerodynamic drag on the maglev and the other

factors such as the pressure in the tube, the velocity of the

maglev and the blockage ratio. Thus, the pressure, the

velocity, and the blockage ratio are viewed as the three

important factors that contribute to the energy loss in the

evacuated tube transportation.

Keywords Evacuated tube � Maglev train �
Aerodynamic drag � Pressure in the tube

1 Introduction

The speed of traditional trains is limited because of the

dynamic friction between the wheels of the train and the fixed

rail on the ground. When the trains are running at a low

speed, most of the energy is consumed by friction. The trains

can be levitated above the rail to avoid such friction with the

technology of magnetic levitation [1]. There are three types

of levitation technologies: electromagnetic suspension

(EMS), electrodynamic suspension (EDS), hybrid electro-

magnetic suspension (HEMS) [2]. Even with these three

methods, the velocity of trains could not be improved

remarkably because of the aerodynamic drag. When the

trains run at low speeds, this drag is not evident. At high

speeds, however, the aerodynamic drag is too large to be

neglected. Whatever the trains are levitated or not, the

aerodynamic drag is the dominate part of drag when it runs at

a high speed in the atmosphere near the earth’s surface. At a

speed range between 400 and 500 km/h, the aerodynamic

drag accounts for 80 %–90 % of the total drag including the

aerodynamic drag, the eddy resistance force, and the braking

force [3]. The train speed is much lower than the airplane

speed because airplanes flight in a circumstance of rarefied

gas in the high altitude. In view of this fact, the evacuated

tube transportation (ETT) was proposed to reduce the aero-

dynamic drag and improve the speed of the maglev train.

Shen [4] and Yan [5] discussed the possibility, strategy, and

the technical proposal for developing the ETT in China.

Theoretically speaking, when the inner part of the tube

is in the condition of absolute vacuum, the aerodynamic

drag for the levitation train inside the tube will be zero.

However, this is very hard to realize. An alternative is to

draw-off the gas partly and optimize the train shape.

Therefore, the influence of the air pressure, the velocity,

and the blockage ratio on the Maglev train in the evacuated
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tube system is a very interesting topic to study. Up to now,

some research works have been done to explore what

conditions are suitable for future ETT. Raghuathan and

Kim [6] reviewed the state of the art on the aerodynamic

and aeroacoustic problems of high-speed railway train and

highlighted proper control strategies to alleviate undesir-

able aerodynamic problems of high-speed railway system.

Various aspects of the dynamic characteristics were

reviewed and aerodynamic loads were considered to study

the aerodynamic drag [7]. Wu et al. [8] simulated the

maglev train numerically with software STARCD based on

the N–S equation of compressible viscosity fluid and k-e
turbulence model. The flow field, the pressure distribution

and the aerodynamic drag coefficient were also analyzed to

illustrate the relationship between the aerodynamic drag

and the shape of the train in evacuated tube. The pressure

distribution in the whole flow field and the relation between

the aerodynamic drag and the basic parameters were

derived in [9]. Shu et al. [10] simulated the flow field

around the train based on the 3D compressible viscous fluid

theory and draw the conclusion that its aerodynamic per-

formance is relevant to the length of the streamlined nose.

In [11–13], the simulated results showed that the speed, the

pressure and the blockage ratio significantly affect the

aerodynamic drag of the train in an evacuated tube.

In this paper, the experimental system model developed

by Superconductivity and New Energy R&D Center of South

Jiaotong University was used to study the aerodynamic drag

in the tube. The basic mass conversation equation and the

momentum conversation equation [14] were used at first to

deduce the expression that describes the relationships

between the drag and the main parameters such as the tube

pressure, velocity, and the blockage ratio. Then the aerody-

namic drag is calculated with that expression. Finally, the

calculated results are compared with the experimental data to

verify the validity of the deduced expression.

2 The mathematical model of the aerodynamic drag

and the physical model of the ETT

In this paper, the N–S equation of compressible viscosity

fluid and k-e turbulence model are applied to calculating

the flowing field of aerodynamics. Considering an infini-

tesimal part for any arbitrary circumstance, it is well

known that every part follows the laws of mass conversa-

tion equation and the momentum conversation equation.

These two equations [15, 16] are listed as:

oq
ot
þr � ðqvÞ ¼ 0; ð1Þ

oðqviÞ
ot
þr � ðqvivÞ ¼ r � ðlrviÞ �

op

ox
þ Fi ; ð2Þ

where

q ¼ q ðx; y; z; tÞ

q is density of the infinitesimal part, m velocity of the infin-

itesimal part, mi each component of velocity (different when

in different coordinates), Fi body force in each direction, l
dynamic viscosity, and p pressure of the infinitesimal part.

Eq. (1) means that the quality flowing into the infini-

tesimal part is equal to that out of this part. And Eq. (2)

means that the rate of change of arbitrary mass’s momen-

tum is equal to the sum of the force acting upon it.

All of the following mathematical derivations in this

paper are based on Eqs. (1) and (2). To study the evacuated

tube transportation, an experimental model was developed.

This model called evacuated tube system for maglev

train (ETSMT) includes three components: the evacuate

tube, maglev, and propulsion system.

The tube is made of Perspex with the circumference of

10 m and the circular permanent magnetic guideway

(PMG) is placed along the bottom of the tube. The posi-

tions of the tube, the train, and the PMG and the used

rectangular coordinate system are shown in Fig. 1.

In Fig. 1, a0 and b0 stand for the width and the height of

the tube respectively; a, b, and c stand for the width, the

height, and the length of the maglev train, respectively. h0

is the height of the PMG and h the levitated height.

As shown in Fig. 1, the train is levitated above the rail with

height h and can only move in the x-direction due to the self-

guiding characters of high-temperature-superconducting

(HTS)-PMG system. For convenience, we suppose:

1) The tube is straight and the train runs along it only in

the x-direction.

2) The magnetic flux of permanent magnetic rail is

constant in the x-direction.
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Fig. 1 Schematic diagram of yz-section of ETTSMT
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3) The pressure of any part of inner tube is constant in the

z-direction with neglecting the atmospheric molecular

mass.

4) The train is in the center of the tube whatever the

blockage rate is.

In the Cartesian rectangular coordinate system the

velocity is expressed as:

v ¼ vxex þ vyey þ vzez; ð3Þ

where q is the atmospheric density, vx; vy;vz are the

components of velocity in x, y, z axis directions

respectively, ex; ey; ez are the unit vectors of each axis.

When considering the assumptions of (1) and (2), vy and vz

are zero. Then Eqs. (1) and (2) are modified as:

oq ðx; tÞ
ot

þr � ðqvxexÞ ¼ 0; ð4Þ

o½qðx; tÞvx�
ot

þr � ½qðxtÞv2
xex� ¼ r � ðlrvxÞ �

oq
ox
þ Fx:

ð5Þ

To demonstrate the evident effect of the pressure in

tube, the streamlined nose of the train is not adopted. The

schematic diagram in moving direction of train is shown in

Fig. 2.

As shown in Fig. 2, the maglev train is levitated above

the PMG and there is no dynamic friction between the train

and the rail. According to assumption (2), there is no

vibration in the z-direction, which means that all of the

kinetic energy of the free levitated running train is con-

sumed because of the aerodynamic drag after the train

gains the initial kinetic energy. In an ideal situation, when

the tube pressure is zero, the aerodynamic drag is equal to

zero. Since this condition is almost impossible to realize,

the actual practice is to pull the air out of the tube to form a

suitable pressure. The purpose of this work is to explore the

relationship between the drag and the tube pressure.

The aerodynamic drag of a running maglev in this sys-

tem is composed of three components:

(1) F1: the force on windward side of the train due to the

collision between air and the train,

(2) F2: the air friction on four side faces of the train and

(3) F3: the force caused by the different pressures of

windward side and the tailstock side of the train

Each force will be discussed in following sections based

on Eqs. (4) and (5).

2.1 The calculation of F1

For simplification, a long section of the air ahead of the

train is moving at the same velocity as the train because of

the character of the air. An infinitesimal part of the air in

area 1 is considered in Fig. 3. We suppose that the velocity

of the thin layer of air is to vary after a tiny time dt after

collision and the displacement of this layer is dx away from

the windward side along x-axis within another tiny time dt.

The velocity of the infinitesimal air before collision is

v1 ¼ 0: ð6Þ

After collision, its velocity is equal to that of the train’s.

So the kinetic energy of this air is 1
2
qdxdydz � v2

x and we

have the equation:

1

2
qdxdydz � v2

x ¼ dF1xdx: ð7Þ

F1 is equal to zero when the velocity of the train is

smaller than sound velocity because the velocity of

atmospheric molecule is equal to the sound velocity after

the collision with the windward side of the train. When the

velocity of train is larger than sound velocity, the air

column with the length of vc � dt is affected within the

period of dt and the velocity of that air column is

approximatively equal to train velocity. The force can be

calculated by combining Eqs. (6) and (7) and the

momentum conversation equation:

x

z

0b
b

c

x xv=v e

O

Mglev train

PMG

Fig. 2 The schematic diagram of xz-section of ETTSMT

z

x

v=vxex

dx

dz

'x

dFxe
1

x

F1

a

Area 1
Maglev

1'

Fig. 3 Schematic diagram of the F1
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F1 ¼ �ex

ZZ

yz

dF2x ¼ �ex

ZZ

yz

1

2
q0v2

xdydz

¼ �ex

p

2p0

q0vc

ZZ

yz

vxdydz

ð8Þ

Thus,

F1 ¼
0;

�exvc

ZZ

yz

p

2p0

q0vxdydz;

8><
>:

vx\vc

vx� vc

ð9Þ

where p0 ¼ 101; 325 Pa, and q0 ¼ 1:293 kg=m3.

Because of the Brownian movement of molecules, it is

reasonable to neglect F1 when the train runs at a low speed.

2.2 The calculation of F2

In this EETSMT, there are four side faces where friction

force generates, as shown in Fig. 4, where F2U;F2B;F2L and

F2R represent the frictions on upper side, lower side, left

side, and right side respectively. The left side is toward the

inside of the paper and the right side is toward the outside.

On upper side, considering a infinitesimal volume of

dxdydz, the area of contact between the infinitesimal and

the air is ds ¼ dxdy.

This component of the aerodynamic drag F2 exits

because of gas viscidity. The regularity of the fluid velocity

distribution between the tube wall and train body side is

described by the function of variable z [16]:

v0x ¼ f2UðnÞ b� n� b0ð Þ; ð10Þ

where f2U is velocity function of length n; b and b0 are

shown in Fig. 1.

The relationship between the fluid internal friction stress

and the velocity gradient according to Newton’s proposal is

s ¼ l
of2UðnÞ

on
; ð11Þ

where s friction stress, l viscosity,

of2UðnÞ
on

is the change rate of the velocity from train body

side to the tube wall. The friction stress is the force on a

unit area with the direction perpendicular to the velocity,

and the viscosity l is affected by the temperature instead of

the air pressure. So the l is constant when the temperature

is unchanged. From the analysis above, the friction of

infinitesimal dxdydz is

dF2U ¼ sdydx ð12Þ

F2U ¼ �exl
ZZ

S2U

ofUðnÞ
on

dxdy: ð13Þ

Likewise, F2B;F2L and F2Rcan be deduced.

Then F2 ¼ F2U þ F2B þ F2L þ F2R

¼ � exl

"ZZ

S2U

ofUðnÞ
on

dxdyþ
ZZ

S2B

ofBðnÞ
on

dxdy

þ
ZZ

S2L

ofLðnÞ
on

dxdzþ
ZZ

S2R

ofRðnÞ
on

dxdz

# ð14Þ

2.3 The calculation of F3

Figure 5 shows that F3 is generated by pressure difference

between the headstock and the tailstock side of the train.

This force is larger when the velocity of the train is greater.

In Fig. 5, the pressure of the inner tube is p. The train

windward side is x–z side with area S. For a small time

interval dt, the train moves with distance dx. And there is

no interpenetration of air between different areas 1, 2, and

3 within dt. So the velocity of infinitesimal gas is vx when

taking the train as a reference. According to the Bernoulli

formula, the relationship between the pressure and the

velocity at point A is:

p31 ¼ pþ q
2

v2
x; ð15Þ

And the pressure at point B is

p32 ¼ p ð16Þ

x

z

b

c

x xv v e=

O

2UF

2BF

2LF

2RF

dx

dz
2d uF

Area 2

' ( )xv f z=

Maglev

Fig. 4 Schematic diagram of the F2
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Fig. 5 Schematic diagram of the F3
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So the pressure difference is:

F3 ¼ �ex

ZZ

yz

q
2

v2
xdydz: ð17Þ

2.4 Approximation of the total aerodynamic drag

The blockage rate is defined as

br ¼
a � b

a0 � b0

¼ S

S0

; ð18Þ

where a; b; a0 and b0 are also illustrated in Fig. 1.

When the train is running, the pressure, density, and

flow velocity of arbitrary gas are functions of time and

space. According to the assumptions and definitions men-

tioned above, Eqs. (9), (14), and (17) could be modified as:

F1 ¼
0;

�exvc

ZZ

yz

p

2p0

q0vxdydz ¼
0;

�brS0

p

2p0

q0vcvxex

(8><
>:

vx\vc

vx� vc

ð19Þ

F2 ¼ �ex

"ZZ

S2U

l
ofUðnÞ

on
dxdyþ

ZZ

S2B

l
ofBðnÞ

on
dxdy

þ
ZZ

S2L

l
ofLðnÞ

on
dxdzþ

ZZ

S2R

l
ofRðnÞ

on
dxdz

#

¼ �exlcvx

a

b0 � b� h0 � h
þ a

hþ h0

þ 4b

a0 � a

� �

¼ �exlcvx

ffiffiffiffiffiffiffiffiffi
S0br

p
: ð20Þ

Fig. 6 The total calculated drag when blockage rate is 0.1, 0.2, 0.5, 0.8, respectively
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F3 ¼ �ex

ZZ

yz

ð0þ q
2

v2
xÞdydz

¼ �ex

Za=2

�a=2

Zb

0

ð0þ pq0

2p0

v2
xÞdydz ¼ �exbrS0

pq0

2p0

v2
x

ð21Þ

The total aerodynamic drag is expressed as

Fxðbr;vx;pÞ¼
brS0

p
2p0

q0v2
xþlcvx

ffiffiffiffiffiffiffiffiffi
S0br

p
; vx\vc;

brS0
p

2p0
q0vxðvxþ vcÞþlcvx

ffiffiffiffiffiffiffiffiffi
S0br

p
; vx�vc:

(

ð22Þ

According to Eq. (22), the relations between the total

drag and the blockage ratio, the velocity and the pressure

are shown in Fig. 6.

According to Fig. 6, we can calculate the total aerody-

namic drag with Eq. (22) and the known parameters of

blockage ratio br, velocity v, and pressure p, and easily

obtain the relationship between them.

3 The experimental system of the evacuated tube

Figure 7 shows the ETSMT located in a tube made up of

Perspex. It is vacuumized with a vacuum pump and the

pressure inside the pipe can be detected by an instrument.

We designed a control system to gain a fixed pressure

ranging from 2,000 to 101,325 Pa. The experimental steps

are listed:

1) The HTS maglev was fixed above the PMG with non-

ferromagnetic material at some height such as 0.01 m

and then the liquid nitrogen was poured into the train.

After the train was levitated, the non-ferromagnetic

material must be removed from the PMG.

2) The opening hole of the pipe was covered and then the

vacuum pump was started with the control system to

reach the design pressures such as 10,000, 8,000, and

5,000 Pa and etc.

3) The liner induction motor was started and then the

train could be drove to move when the maglev train

runs near the LIM. Thus, the train speed can be

accelerated to a certain value such as 3 m/s.

4) The LIM was stopped when the train’s speed reached

an expected value. Then the time difference between

the position check points A and B was recorded to gain

the decreasing train velocity.

5) The velocity was calculated with necessary

parameters.

All parameters of this experimental system in Fig. 1 are

listed in Tables 1 and 2.

When T = 288.15 K, l ¼ 1:78� 10�5 kg/(m�s) and

vc ¼ 340 m/s, the effect of the pressure variation could be

neglected.

4 The comparisons of theoretical and experimental

results

The total aerodynamic drag of the running train cannot be

measured directly because the train is freely levitated above

the PMG. The average velocity between check points A and

Fig. 7 The experimental system of ETT

Table 1 Each fixed parameters in ETSMT

Parameters Value(mm)

a0 245

b0 250

a1 70

c 110

h0 35

h 10

Table 2 Each experimental parameters in ETSMT

br a (mm) b (mm)

0.10 100 58.8

0.12 100 70.6

0.15 120 73.5

0.18 130 81.5

0.20 140 84
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Fig. 8 The relation between the velocity and the time when the pressure is 101,325 Pa
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Fig. 9 The relation between the velocity and the time when the pressure is 10,000 Pa
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Fig. 10 The relation between the velocity and the time when the pressure is 8,000 Pa
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B in Fig. 7 can be calculated by the measured time differ-

ence and the length of arc AB
�!

. The train velocity in exper-

iment was speeded up to 2.2 m/s and then the linear motor

was stopped. Figure 8a shows the relationship between the

decreasing velocity and the time according to Eq. (22), while

Fig. 8b shows the experimental result.

When the pressure is constant in the inner tube, the

running time is less and the blockage ratio is larger. That is

to say, if the blockage ratio is larger, so is the aerodynamic

drag. Both the calculated and the experimental results show

such a trend.

Figures 9, 10, and 11 illustrate the relation between the

velocity and the time under different pressures. We can see

if the pressure is decreased, the running time is longer

because the negative acceleration is smaller. Let the

velocity be 2.2 m/s and the blockage rate be 0.2 in Eq. (22).

If the pressures are 101,325, 10,000, 8,000, and 3,000 Pa,

the drags are 0.0,363, 0.0,036, 0.0,029, and 0.0,011 N

respectively.

5 Conclusions

(1) When the pressure and the blockage ratio are con-

stant, the aerodynamic drag is a quadratic function of

the velocity. When the velocity of the train is bigger

than the sound velocity, the formula of the aerody-

namic drag becomes more complex.

(2) If the blockage ratio is smaller, the drag becomes

smaller. In practice, the blockage ratio is impossible

to be very small because of the limitation of the pipe’s

section size. So a suitable blockage ratio should be

determined in the design of the ETT system.

(3) If the pressure in the tube is zero, the aerodynamic

drag equals to zero no matter how the velocity and the

blockage rate vary. This ideal condition is difficult to

realize because of the technological limitation.

In this work, the comparison between the theoretical and

experimental results was made when the velocity of the

Maglev train is small. When the system runs in a lower

pressure, more efforts must be made to solve more

sophisticated technical problems. Thus, the speed, the

pressure, and the blockage ratio each must have reasonable

values for ETT. In such a case, the magnetic drag between

the Maglev train and PMG may be negligible. In future

study, we will consider the effect of magnetic drag between

the Maglev train and PMG at high speeds.
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Design and preliminary validation of a tool for the simulation
of train braking performance

Luca Pugi • Monica Malvezzi • Susanna Papini •

Gregorio Vettori

Abstract Train braking performance is important for the

safety and reliability of railway systems. The availability of

a tool that allows evaluating such performance on the basis

of the main train features can be useful for train system

designers to choose proper dimensions for and optimize

train’s subsystems. This paper presents a modular tool for

the prediction of train braking performance, with a par-

ticular attention to the accurate prediction of stopping

distances. The tool takes into account different loading and

operating conditions, in order to verify the safety require-

ments prescribed by European technical specifications for

interoperability of high-speed trains and the corresponding

EN regulations. The numerical results given by the tool

were verified and validated by comparison with experi-

mental data, considering as benchmark case an Ansaldo

EMU V250 train—a European high-speed train—currently

developed for Belgium and Netherlands high-speed lines,

on which technical information and experimental data

directly recorded during the preliminary tests were avail-

able. An accurate identification of the influence of the

braking pad friction factor on braking performances

allowed obtaining reliable results.

Keywords Braking performances � Friction behavior of

braking pads � Prediction tool

1 Introduction

Braking performance is a safety relevant issue in railway

practice, impacting vehicle longitudinal dynamics, signal-

ing, and traffic management, and its features and require-

ments are important also for interoperability issues [1].

EN 14531 regulation [2] provides indications concern-

ing preliminary calculation of braking performance, giving

a general workflow that can be adapted to different vehicle

categories:

• Freight wagons,

• Mass transit,

• Passenger coaches,

• Locomotives, and

• High-speed trains.

The aim of the regulation [2] is to set a general method

that should be shared among different industrial partners

(industries, railway operators, safety assessors, etc.).

The availability of software tools aimed to simulate the

performance of braking system is useful to speed up and

optimize the design process [3]. Braking performance eval-

uation is also necessary to properly quantify the intervention

curve of automatic train protection (ATP) systems [4, 5].

Some examples of train brake system simulators are avail-

able in the literature. In [6], David et al. presented a software

tool for the evaluation of train stopping distance, developed

in C language. In [7], the software TrainDy was presented; it

was developed to reliably evaluate the longitudinal force

distribution along a train during different operations. In [8],

Kang described a hardware-in-the-loop (HIL) system for the

braking system of the Korean high-speed train and analyzed

the characteristics of the braking system via real-time sim-

ulations. In [9], many interrelationships between various

factors and types of braking techniques were analyzed.
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A simple but reliable tool able to simulate and predict

the performances of braking system on the basis of a

limited and often uncertain set of parameters could be

useful and give interesting information to the designers on

how to choose and optimize brake features, especially in

the first phase of the design process of a new train.

In this work, the authors have developed a MatlabTM

tool called ‘‘TTBS01’’, which implements the method for

the calculation of braking performances described in [2].

The tool has been validated on experimental results con-

cerning AnsaldoBreda EMU V250. The results, which will

be detailed through this paper, showed an acceptable

agreement with experimental tests, and then confirmed the

reliability of the proposed tool and its applicability to the

prediction of stopping distance of different types of trains

in various operative conditions, including degraded con-

ditions and failure of some subsystems. The proposed tool

can thus be adopted in the design phase to choose proper

dimensions of the braking system components and to pre-

liminarily evaluate their performance.

Since the detailed description of the calculation method is

directly available on the reference regulation [2], in this

work, the authors will give a more general description of the

algorithm, focusing mainly on the considered test case, the

numerical results, and the matters that have proven to be

critical during the validation activities. A particular attention

has been paid to some features that are originally not pre-

scribed by the regulations in force, but could be considered to

further increase result accuracy and reliability. In particular,

some parameters, such as friction factor of braking pads,

which should be slightly variable according to different

operating conditions, were identified and tabulated.

2 The test case: the EMU V250 train

The simulation tool described in this paper, named

‘‘TTBS01’’, was tested and validated using the data

obtained on an Ansaldo EMU V250 train: a high-speed

electrical multiple unit for passenger transport with a

maximum operating speed of 250 km/h (maximum test

speed 275 km/h), composed of two train sets of eight

coaches. The traction is distributed with alternating motor

and trailer vehicles in the sequence ‘‘MTMTTMTM’’,

where M indicates motorized coaches and T the trailer

ones. The arrangement of each motorized wheelset is B0–

B0. Train composition is shown in Fig. 1: the motorized

coach traction motors can be used for electro-dynamic

braking types, both regenerative and dissipative. The 2nd

and the 7th coaches are equipped with an electro-magnetic

track brake that should be adopted in emergency condition.

The mandatory pneumatic braking system is implemented

with the support of both direct and indirect electro-pneu-

matic (IEP) operating modes: the braking command can be

directly transmitted by wire to the BCU (braking control

unit) on each coach, or indirectly, by controlling the

pressure of the pneumatic pipe, as seen in the simplified

scheme shown in Fig. 2.
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Fig. 1 EMU V250 vehicle composition and braking plant layout

Fig. 2 Braking plant in the IEP mode
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Finally, a backup mode where the brake plant is con-

trolled as a standard pneumatic brake ensures interopera-

bility with vehicles equipped with a standard UIC brake.

Each axle is equipped with three brake disks for trailing

axles (as in Fig. 3), and two for the motorized ones, where

electric braking is available, too. In this configuration, the

magnetic track brake should be available, since a pressure

switch commanded using the brake pipe controls the track

lowering (threshold at 3 bar absolute).

The corresponding configuration of the pneumatic brake

plant and the inertia values used for calculations are

described in Tables 1 and 2.

2.1 Further controls: double pressure stage and load

sensing

The pressure applied to brake cylinders and consequently

the clamping and braking forces are regulated as a function

of train mass (load sensing) and speed (double pressure

stage). Load sensing allows optimizing braking perfor-

mance with respect to vehicle inertia and weight. Double

pressure stage allows protecting friction components

against excessive thermal loads (double pressure stage).

Both the systems allow preventing over-braking: according

to the regulations [1] and [10], braking forces applied to

wheels have to be limited, in order to prevent over-braking,

defined as ‘‘brake application exceeding the available

wheel/rail adhesion’’.

In particular, the braking forces are usually regulated,

e.g. on freight trains, using a load-sensing pressure relay,

simplified scheme of which is represented in Fig. 4. A

sensing device mounted on the primary suspension stage

produces a pressure load signal that is approximately pro-

portional to the axle load. The reference pilot pressure

command, produced by the brake distributor, is amplified

by the relay in order to feed brake cylinders, using the

leverage schematically represented in Fig. 4. The systems

work as a servo pneumatic amplifier with a pneumo-

mechanic closed-loop regulation, aiming to adapt the

pneumatic impedance of the distributor output to the flow

requirements of the controlled plant. The gain is adjustable

since the pivot of the leverage, and consequently, the

amplification ratio is regulated by the pressure load signal.

Fig. 3 Brake disks on trailer bogie

Table 1 Main parameters of the braking plant [5, 6]

Coach Bogie Wheel

diameter

(new) (mm)

Wheel

diameter

(worn) (mm)

Brake

radius

(mm)

Number

of disks/

axle

Dynamic

pad friction

level

Brake actuator

piston surface

(cm2)

Spring counter

force/actuator

(N)

Caliper

efficiency

Ratio of

the

caliper

M1 1 920 850 299 2 0.42 506,7 1,300 0.95 2.82

2 920 850 299 2 0.42 506,7 1,300 0.95 2.82

T2 3 920 850 243 3 0.42 506,7 1,300 0.95 2.69

4 920 850 243 3 0.42 506,7 1,300 0.95 2.69

M3 5 920 850 299 2 0.42 506,7 1,300 0.95 2.82

6 920 850 299 2 0.42 506,7 1,300 0.95 2.82

T4 7 920 850 243 3 0.42 506,7 1,300 0.95 2.69

8 920 850 243 3 0.42 506,7 1,300 0.95 2.69

T5 9 920 850 243 3 0.42 506,7 1,300 0.95 2.69

10 920 850 243 3 0.42 506,7 1,300 0.95 2.69

M6 11 920 850 299 2 0.42 506,7 1,300 0.95 2.82

12 920 850 299 2 0.42 506,7 1,300 0.95 2.82

T7 13 920 850 243 3 0.42 506,7 1,300 0.95 2.69

14 920 850 243 3 0.42 506,7 1,300 0.95 2.69

M8 15 920 850 299 2 0.42 506,7 1,300 0.95 2.82

16 920 850 299 2 0.42 506,7 1,300 0.95 2.82
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On freight trains, where the difference between the tare

and fully loaded vehicle masses could be in the order of

300 % (from 20 to 30 t/vehicle for the empty wagon to

90 t/vehicle for the fully loaded one), load sensing is very

important. For high-speed trains, such as EMU V250, the

difference between VOM and CE loading conditions, as

visible in Table 2, is not in general lower than 10 %–20 %.

As a consequence, the corresponding variation in terms

of deceleration and dissipated power on disks is often

numerically not much relevant and is partially tolerated by

regulations in force [10] for high-speed trains with more

than 20 axles, in emergency braking condition or in other

backup mode, where the full functionality of the plant

should not be completely available.

For the reasons of safety, the correct implementation of

the double stage pressure ensuring that lower pressure is

applied on cylinders for traveling speed of over 170 km/h

is much more important. This is important because the

energy dissipated during a stop braking increases approx-

imately with the square of train traveling speed and, as a

consequence, a reduction of disk clamping forces may be

fundamental to avoid the risk of excessive thermal loads.

Furthermore, the adhesion limits imposed by [10] prescribe

a linear reduction of the braking forces between 200 and

350 km/h, according to a linear law which corresponds to a

reduction of the braking power of about one-third in the

above-cited speed range.

2.2 Electrical braking and blending

Electrical or electro-dynamical brakes are a mandatory

trend for a modern high-speed train. Most of the more

modern EMUs have the traction power distributed over a

high number of axles. On EMU V250 train, nearly 50 % of

the axles is motorized and nearly 55 % of the total train

weight is supported by motorized bogies.

As a consequence, a considerable amount of the total

brake effort should be distributed to traction motors, by

performing regenerative or dissipative braking, according

to the capability of the overhead line for managing the

corresponding recovered power. In particular, not only

regenerative but also dissipative electric braking is quite

attractive, considering the corresponding reduction of wear

Supply
Pilot

Load signal

Output

Feedback

Fig. 4 Pressure relay/load-sensing device

Table 2 Vehicle loading conditions and inertia values for braking plant calculation [5, 6]

Coach Bogie VOM load (Tare) (t) TSI load (t) CN load (normal) (t) CE load (exceptional) (t) Bogie mass (t) Rotating mass/axle (t)

M1 1 15.9 16.7 17 17.6 9.93 1.5

2 13.9 15 15.4 16.3 9.81 1.5

T2 3 13.9 15 15.3 16.6 7.85 0.6

4 14 15.1 15.4 16.5 7.85 0.6

M3 5 13.6 14,8 15.2 16.1 9.81 1.5

6 14.1 15.5 15.9 16.8 9.81 1.5

T4 7 11.2 12.8 13.3 14.2 7.85 0.6

8 12.1 13.7 14.2 15 7.85 0.6

T5 9 12 13.6 14.1 14.9 7.85 0.6

10 11.3 12.8 13.2 14.1 7.85 0.6

M6 11 14.1 15.7 16.2 17 9.81 1.5

12 13.8 15.3 15.8 16.7 9.81 1.5

T7 13 14 15.6 16.1 16.9 7.85 0.6

14 14.1 15.6 16.1 17 7.85 0.6

M8 15 13.7 15.2 15.7 16.5 9.81 1.5

16 15.9 16.9 17.2 17.8 9.93 1.5

Train mass (t) 435.2 478.6 492.2 520

Train rotating

mass (t)

33.6

122 Traffic Engineering and Transport Planning

___________________________ WORLD TECHNOLOGIES ________________________



of friction braking components such as pads and disks.

Since electric braking is applied in parallel with the con-

ventional pneumatic one, an optimized mixing strategy in

the usage of both systems, usually called blending, has to

be performed.

In Fig. 5, the electric braking effort available on a

motorized coach as a function of the train traveling speed

and of the electrification standard of the overhead line is

shown. Three different operating conditions can be

recognized:

• Maximum pneumatic braking force: under a certain

traveling speed, the corresponding operating frequen-

cies of the traction system are too low. On the other

hand, also the demanded braking power is quite low,

and so it can be completely managed by means of the

pneumatic braking system.

• Minimum pneumatic braking: in this region, the

electric braking effort is limited to a maximum value,

often related to the motor currents. If a higher braking

effort is required, then the pneumatic brake is activated

to supply the difference.

• Pneumatic braking increases to supply insufficient

electric power: as speed increases, the performances

of the motor drive system are insufficient to manage the

corresponding power requirements, limiting the maxi-

mum braking effort to the associated iso-power curve.

As a consequence, the contribution of the pneumatic

braking power tends to increase with speed.

3 Summary of the European standards for brake

calculation

The EN 14531 (first draft 2003) describes the fundamental

algorithms and calculations for the design of brake equip-

ment for railway vehicles. The procedure provides the

calculation of various aspects related to the performance:

stopping or slowing distances, dissipated energy, force

calculations, and immobilization braking. For the purposes

of this work, the Part 6 of the regulation: ‘‘Application to

high-speed trains’’ is of interest. The general algorithm to

calculate braking distances is described in the regulation:

the input data consist of train and brake characteristics, and

the method to estimate the deceleration as a combination of

different braking forces acting on the train is suggested as a

function of the initial speed [1]. Moreover, the criteria for

the technical and operational compatibility between the

infrastructures and the rolling stock are defined in L.245/

402 technical specification for interoperability (TSI) pub-

lished in the Official Journal of the European Communities

in 2002. The essential requirements for trans-European

high-speed rail systems are related to safety, reliability,

availability, health, environmental protection, and techni-

cal compatibility. Notably, the brake system requirements

for high-speed rail systems are established; i.e., the mini-

mum braking performance is defined as the minimum

deceleration and evaluated as a function of speed [2]. On

the other hand, the European norm UIC544-1 (4th edition,

October 2004) defines the method for computation of the

braking power through the braked mass and determination

of the deceleration [3].
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Fig. 6 Interface structure of the TTBS01 tool
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4 Software—TTBS01

The software tool for the computation of train braking

systems, named TTBS01, has been implemented in Mat-

labTM. The algorithm provides a graphical user interface

(GUI) to help the user to insert and modify input data. It is

organized in different windows and grouped in four sec-

tions, as shown in the scheme of Fig. 6 and the software

user interface in Fig. 8.

• Pre-processing (Import DATA): the train and simula-

tion data are input by user.

• Configuration (Config.): data are saved and stored in files.

• Calculation: braking system calculation is performed

according to [2], and the corresponding flowchart is

shown in Fig. 7.

• Post-processing: the user can view the representative

brake output in several charts.

5 Tool validation

The validation of tool results was carried out by comparing

simulation results with test data [11, 12].

Block brake 
force trailing 

axes 

Disc brake 
force trailing 

axes 

Block brake 
force driving

axes 

Disc brake 
force driving

axes 

Braking force
fluid 

retarder 

Electro 
magnetic 

braking force

Focault 
current brake 

force 

Braking force 
by block 
brakes on 

trailing axes 

Braking force 
by disc brakes 

on trailing 
axes 

Braking force 
by block 
brakes on 

driving axes 

Braking 
force by disc 

brakes on 
driving axes

Electro 
dynamics 
braking  
force 

Electro 
magnetic 
braking 
force 

Friction braking force 
trailing axes 

Friction braking force 
driving force 

Blending 
rules 

Braking force on trailing axes Braking force on driving axes 

Braking force limits due to 
wheel-rail adhesion limits 

on trailing axes 

Braking force limits due to 
wheel-rail adhesion limits 

on driving axes 

Number of  
availablebraking 

elements 

Combine the different braking forces acting on the train 

External 
braking 

force 

Evaluation of 
equivalent train 

deceleration 

Train 
characteristics 

Braking forces obtained 
for each braking type 

Initial 
speed 

Initial time 
delay 

Evaluation of 
deceleration 

contribution for 
each braking type 

Stopping 
distance 

Other evaluations 
> braking mass 
> total energy, braking time 
> braking ratio 
> mean braking power for each braking type
> actual wheel-rail adhesion value 

Fig. 7 Flow chart of braking calculations performed according to [2]

124 Traffic Engineering and Transport Planning

___________________________ WORLD TECHNOLOGIES ________________________



Totally, a population of about 50 braking test runs was

investigated, which were performed on a train equipped

with the sensor layout described in Table 3.

The brake performance test concerns the emergency and

service braking at several initial speeds, considering the

different working and operating conditions of the braking

system (direct electro-pneumatic, indirect electro-pneu-

matic, pneumatic, etc.). The test runs were finished in

normal adhesion condition, where the wheel slide protec-

tion (WSP) system did not work. The test runs were per-

formed on a complete V250 unit, coaches of which had

passed all the single-coach tests, with a fully working

braking system (all other subsystems involved in the

braking functionality).

The braking runs for the test procedure were performed

in three different load conditions: VOM, TSI, and CE, as

defined in [1]:

• VOM load condition, defined as mass empty, ready for

departure;

• TSI load condition, corresponding to mass normal load;

and

• CE load condition, defined as mass exceptional load.

5.1 Acceptance criteria

In order to verify and validate the TTBS01 simulation tool,

the relative error es between the simulated stopping dis-

tance ssimul and the experimental one stest is defined as (1),

and the corresponding speed and acceleration profiles have

been evaluated.

es ¼
stest � ssimul

ssimul

: ð1Þ

According to [13–16], the repeatability of braking

performances in terms of mean deceleration has to satisfy

the requirements summarized in Table 4, where the

probability of degraded braking performances is shown.

The relative error on stopping–braking distance s, for an

assigned initial speed m0, is approximately proportional to

the mean deceleration, as stated by (2):

s ¼ m2
0

2a
) os

oa
¼ v2

0

2a
) os

s
¼ � oa

a
: ð2Þ

Fig. 8 Main menu window of TTBS01

Table 3 Sensor layout adopted for experimental test runs on EMU V250 [5, 6]

Pressure transducer Radar Doppler sensor Servo-acelerometer Thermocouples

Accuracy 0.5 % respect to full range ±1 km/h 0.1 % respect to full range K type

thermocouplesRange 0–12 bar 0–500 km/h 1 g

Quantity and layout 8 pressure transducer on brake plant 1/on a coach carbody 1/on a coach carbody 4/on disks

Table 4 Statistic distribution of degraded braking performances according to [7, 8]

Probability (no. of tests) 10-1 (101) 10-2 (102) 10-3 (103) 10-4 (104) 10-5 (105)

Mean deceleration 0.969 0.945 0.926 0.905 0.849

Nominal deceleration (-3.1 %) (-5.5 %) (-7.4 %) (-9.5 %) (-15.1 %)

Table 5 Calculated longitudinal eigenfrequencies of EMU V250 according to [17] (Hz)

Compostion First eigenfrequency Second eigenfrequency Third eigenfrequency Fourth eigenfrequency Fifth eigenfrequency

Standard (8 coaches) 2.4 4.7 6.9 6.9 8.8

Doubled (16 coaches) 1.2 2.4 3.6 4.8 5.9
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Considering a population of 50 test runs, a 4 % error

between simulation and test results was considered as

acceptable.

The statistical distribution of the degraded braking

performances defined according to [13, 14] is summarized

in Table 4, which is referred to as a homogenous popula-

tion of braking tests. Since in the campaign on EMU V250,

each test was performed with different boundary and

operating variables, a higher variability with respect to the

expected simulation results should be expected.

In addition, some further considerations have to be made

concerning longitudinal train oscillations. During the tests,

a 1–2-Hz longitudinal mode was observed by both speed

and acceleration sensors, which accorded with the results

of a previous modal analysis [17] as shown in Table 5, and

more generally with the typical longitudinal eigenfre-

quencies of train formations [18, 19]. In particular, the

phenomenon is clearly recognizable from the acceleration

profiles depicted in Fig. 9, while a qualitative comparison

between experimental and simulation speed profiles, with

respect to the linear regression curve built on experimental

data, is shown in Fig. 10.

This phenomenon causes a variability of about 1–2 km/h

on the measured speed with respect to the mean value

(about 1 %–1.5 % with respect to the launching speed).

The sensitivity of error on braking distance to the correct

evaluation of the launching speed, as shown in (3),

produces about 2–3 % additional uncertainty on estimated

braking distance.

s ¼ m2
0

2a
) os

om0

¼ m0

a
) os

s
¼ 2om0

m0

: ð3Þ

As a consequence, the authors finally adopted a level of

acceptability for the results equal to about 5 %–6 %.

This level of acceptability of test is also indirectly pre-

scribed by UIC544-1 [20], which considers valid the result

of braking test if the ratio rr, defined as in (4), is lower than

0.03 for a population of four consecutive test runs.

rr ¼
r

smean

; ð4Þ

where smean is the mean of the measured braking distances,

and r is the standard deviation of the difference between

the measured and the mean value of the braking distance.

Considering the definition of mean error and standard

deviation, the condition (4) corresponds to an admissible

relative error on the measured braking distances of about

6 %–6.5 %, which is thus larger than the one adopted for

the TTBS01 validation procedure.
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5.2 Identification of brake pad friction factor

and preliminary validation of the tool

Applying the TTBS01 procedure with the calculation

described in [2] to the cases covered by the experimental

data led to unsatisfactory results in terms of statistical dis-

tribution of the error es, as shown in Fig. 11: only 60 % of

the simulated test runs were able to satisfy the requirements,

even when considering a 5.5 % admissible value for es.

Taking the real behavior of a friction brake pad as the

example of Fig. 12 [12, 14], the following considerations

arise: the brake pad friction factor is clearly dependent on

three parameters: the speed, the dissipated energy that

mainly depends on clamping forces and starting speed, and

the clamping forces applied to the pad. As a consequence,

by adopting the measured data of the friction [19] and

using a narrower population of tests on the train (four

braking tests over a population of 50), we identified a

feasible behavior of the pad friction factor as a function of

the traveling speed and the loading condition of the train

(Fig. 13). In fact, the clamping forces of the brakes are

self-regulated according to the vehicle weight and the

traveling speed, once the mean values of the clamping

forces with respect to the dissipated power is fixed.

By modifying the software TTBS01 according to the

proposed brake pad behavior, we obtained the results sat-

isfying the criteria for the software validation, with an

acceptable value of es lower than 5.5 % (exactly 5.35 %) as

shown in Fig. 14. It is also worthy to point out that after the

modification, the number of elements under the threshold

of 2 %–4 % is more than doubled.

Finally, the first ten braking test simulations are com-

pared with the experimental results in Figs. 15 and 16. One

can see that a good-fitting agreement in terms of shape of

speed profiles is evident. In particular, the results in

Figs. 15 and 16 refer to emergency braking maneuvers
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performed in the VOM loading condition (vehicle tare),

repeated twice in both the sense of motion over the line.

6 Conclusion

Preliminary validation of TTBS01 tool on EMU V250

experimental data has provided an encouraging feedback. As

a consequence, TTBS01 should be considered both as a good

tool for the preliminary simulation of braking systems and a

base to build up real-time code for the monitoring of brake

system performances. It is worthy to mention that the cal-

culation method suggested by EN regulations in force [2]

could be not reliable, since the typical behavior of braking

forces, as influenced by braking pads, is not taken into

account. For the purpose of UIC homologation [21], brake

pads have to be widely tested, and even more complicated

testing activities are performed by manufacturers. For each

approved pad, a huge documentation concerning the

variability of the friction factor with respect to speed and

load conditions can be easily found. Therefore, the proposed

method that calculates train braking performances by taking

into account the variability of brake pad friction factors has a

high feasibility. It is highly recommendable that the imple-

mentation of this feature in standard calculation methods is

prescribed by regulations in force. Moreover, the use of

reliability statistical methods proposed by ERRI documents

should be further investigated.
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Ignesti M (2009) Attività di studio e simulazione per l’intro-

duzione del regime di locomotiva lunga. Ingegneria Ferroviaria

10:833–852 ISSN: 0020-0956

20. UIC 544-1 Freins—performance de freinage, 4th edn, Oct 2004

21. UIC 541-3 (2010) Brakes–Disc Brakes and their application,

General Conditions for the approval of Brake Pads, 7th edn, July

2010

22. Approval tests with disc brake pads of the type Becorit BM 46

according UIC 541-3 VE (6th edn November 2006), Test Report

14 Dec 2007

23. Pugi L, Rinchi M (2002) A test rig for train brakes. In: AITC-3rd

AIMETA International Tribology Conference, Salerno, p 18–20

Sept 2002

129Design and preliminary validation of a tool for the simulation of train braking performance

___________________________ WORLD TECHNOLOGIES ________________________



Optimal relay allocation strategy based on maximum
rate in two-user multi-relay system

Ji Liu • Xia Lei • Haibo Cao • Maozhu Jin

Abstract Cooperative communication can enhance the

performance of wireless networks via relays, and so how to

allocate the relay to obtain the optimal performance of

system is a key issue. In this article, we consider a coop-

erative system where two users communicate with the

destination via relays, and these relays connect with the

destination by cable. Through the theoretical derivation

and analysis, we obtain the optimal relay allocation strat-

egy based on the maximum rate under the condition of

relays setting forwarding thresholds. The result shows that

the system has the maximum transmission rate when the

relays are allocated equivalently between users. Moreover,

compared with the single-user system, the results prove

that diversity gain has a decisive effect on the performance

in low SNR. However, with the SNR increasing, the impact

of diversity gain on system rate will be reduced. In high

SNR, spatial freedom degree of the channel of multiple

users is brought to enhance the performance instead of

diversity gain. Numerical results demonstrate the validity

of the allocation strategy and conclusion arrived in this

study, but we do not find the similar arguments in the

literature so far, for comparison with the conclusion of this

study.

Keywords Cooperative communication �
Relay allocation � Total rate

1 Introduction

Recently, the cooperative communication has been

explored more and more as an impressive technique to

combat the effects of channel fading and to reduce the

energy consumption in wireless networks [1, 2]. In addi-

tion, cooperative communication efficiently reduces the

probability of outage occurrence and solves the problems

of intermittent communication and the signal detection in

low signal-to-noise ratio (SNR) [3]. Moreover, the pur-

poses of cooperative communication are to make full use of

network nodes resources and to improve the transmission

rate and reliability of wireless networks.

In cooperative systems, to utilize the wireless resources

efficiently, relay allocations are often considered [4].

Bletsas et al. [5, 6] proposed an opportunistic relay which

selects the relay with best channel condition cooperating

source node for data transmission. The scheme does not

require the use of complex space–time coding, but

simultaneously reduce the resource consumption and

simplify the information interaction between relays and

destination. Hwang et al. [7] modified the basic oppor-

tunistic approach [5] by reducing the number of channel

estimations. It defines a predefined SNR threshold, and

the relay can take part in only if it satisfies such thresh-

old. In [8] and [9], the sources include their residual

power level on request-to-send (RTS) packets, allowing

all overhearing nodes to estimate channel state informa-

tion (CSI), thus making optimal power allocation. The

relay selection decision depends upon the relay trans-

mission power and CSI, as well as the residual power of

source and relay nodes. In [10], the author developed a

distributed relay selection for decode-and-forward (DF)

cooperative networks, which uses an error-probability-

minimizing criterion to select relay and which can
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achieve full diversity without requiring the relay to know

whether it decodes correctly. In the case of opportunistic

relay selection in cooperative networks with secrecy

constraints, where an eavesdropper node tries to overhear

the source message, two new opportunistic relay selection

techniques, which incorporate the quality of the relay–

eavesdropper links and take into account secrecy-related

issues, were investigated by Krikidis [11]. Meanwhile,

Zhang et al. [12] proposed an energy-efficient cooperative

relay selection scheme that utilized the transmission

power more efficiently in cooperative relay systems.

Based on a suboptimal solution, the energy-efficient relay

selection scheme was given, which selected the relay

stations with the best energy efficiency and decided the

optimal number of cooperative relay stations. In addition,

threshold-based approaches which rely on a certain

threshold to reduce the number of competing relays were

addressed in [13] and [14].

The existing researches in the literature are based on the

traditional cooperative model, relays of which primarily

receive the information from the source and forward to the

destination in the next stage [15–17]. Previous researches

of relay allocations have obtained certain achievements.

However, there are many studies [5–12] which require

relays to know instantaneous CSI, and [13, 14] did not

consider the performance of multiuser system. Compared

with the traditional model, the cooperative model in which

relays use the cable to receive signal instead of wireless

medium has not been paid more attention, but still has

important significance.

In this article, on the basis of the previous researches, we

study the relay allocation strategy of two-user multi-relay

system based on maximum rate by setting a forwarding

threshold for relay without need to know the instantaneous

CSI. With the proposed optimal relay allocation strategy,

the performance of the two-user multi-relay system is

compared with that of the single-user system, and the

impacts that affect the rate of system are analyzed under

different power transmission.

2 System model

In Fig. 1, we consider a wireless network composed of two

users and M relays, and the destination is a central node

that receives the information from relays by cable. The

relay nodes, which consist of large base stations, can

communicate with each other through the central node in

order to get the state information of the other relays. In this

article, we mainly solve the problem of the relay allocation

between users.

Orthogonal transmissions are used for simultaneous

transmissions among different users by using different

channels (e.g., with different frequency bands) and time

division multiplexing is employed for each user [18]. Let

hi,j, where i = 1,2 and j = 1,2,…,M, denote the channel

between the ith user and the jth relay node. hi;j

�� �� obeys

Rayleigh distribution.

Ri, the transmission rate of the ith user, is defined as [19]

Ri ¼ log2 1þ
X
j2Si

hi;j

�� ��2 � r0

 !
; ð1Þ

where r0 represents the SNR with the noise environment

alone, and Si is defined as the set of relays allocated to ith

user. The maximum-ratio-combining (MRC) is employed

at each relay set, and the combined signals are transmitted

to the central node by cable.

3 The relay allocation strategy of two-user M-relay

system

In this section, we consider the single-user and the two-user

systems.

According to (1), R1-M is given by

R1�M ¼ log2 1þ
XM

j¼1

hj

�� ��2�r0

 !
¼ log2ð1þ rÞ; ð2Þ

where r represents the receiving SNR of the combined

signals from relay sets. If the channel power is normalized,

then hj

�� ��2obeys an exponential distribution with k = 1.

The probability density function (PDF) of the sum of N

random variables with the same exponential distribution is

given by [20]

fX1þX2þ���þXn
ðxÞ ¼ kn

ðn� 1Þ! xn�1 expð�kxÞ: ð3Þ

·

·

M Relay nodes

Central 
node

·

User 1

User 2

Wireless 
medium Cable

Fig. 1 The diagram of two-user M-relay system
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The PDF of r is written as

frðxÞ ¼
1

r0 � ðM � 1Þ!
x

r0

� �M�1

exp � x

r0

� �
: ð4Þ

The distribution function of R1-M is given by

FR1�M
ðyÞ ¼ PðY\yÞ ¼ Pðlog2ð1þ rÞ\yÞ ¼

Z2y�1

0

frðxÞdx:

ð5Þ

The PDF of R1-M is given by

fR1�M
ðyÞ ¼ F0R1�M

ðyÞ ¼ 2y � ln 2

r0 � ðM � 1Þ!
2y � 1

r0

� �M�1

� exp � 2y � 1

r0

� �
: ð6Þ

The rate of single-user M-relay system is

R1�M ¼ E1�MðYÞ ¼
Z1

0

y � fR1�M
ðyÞdy: ð7Þ

In addition, for the two-user M-relay system, assume

that the power of transmission is normalized. Referring to

(1), R2-M is given as follows:

R2�M ¼ log2 1þ
X
i2S1

hij j2�
1

2
r0

 !
þ log2 1þ

X
j2S2

hj

�� ��2�1
2

r0

 !

¼ log2ð1þ r1Þþ log2ð1þ r2Þ ¼R1þR2; ð8Þ

where user 1 is allocated S1j j ¼ a relays and user 2 is

allocated S2j j ¼ M � a relays. Assuming that the channels

between each user and relays are independent, r1 and r2 are

independent, identical distributed.

In a similar way, according to (6), the PDFs of R1 and R2

are expressed as follows:

fR1
ðyÞ ¼ 2y2a ln 2

r0ða� 1Þ! �
2y � 1

r0

� �a�1

� exp � 2ð2y � 1Þ
r0

� �
;

ð9Þ

fR2
ðyÞ ¼ 2y2M�a ln 2

r0ðM � a� 1Þ! �
2y � 1

r0

� �M�a�1

� exp � 2ð2y � 1Þ
r0

� �
: ð10Þ

Then, the PDF of R2-M = R1 ? R2 is given by [20]

fR2�M
ðyÞ ¼

Zþ1

�1

fR1
ðsÞ � fR2

ðy� sÞds

¼
Zy

0

fR1
ðsÞ � fR2

ðy� sÞds: ð11Þ

Thus, (8) is also expressed as

R2�M ¼ E2�MðYÞ ¼
Z1

0

y � fR2�M
ðyÞdy

¼
Z1

0

y �
Zy

0

2M2yðln 2Þ2

r2
0ða� 1Þ!ðM� a� 1Þ!�

2s� 1

r0

� �a�1

� 2y�s� 1

r0

� �M�a�1

� exp �2 2sþ 2y�s� 2ð Þ
r0

� �
dsdy:

ð12Þ

Using numerical integration in (12), we can obtain the

rates R2-M of different relay allocation strategies in definite

r0. Furthermore, considering M as even number, we obtain

the maximum rate Rmax
2�M at a = M/2.

When we compare the single-user system with the two-

user system, (2) and (8) will be analyzed. Let

A ¼
XM
j¼1

hj

�� ��2; B ¼
X
i2S1

hij j2 and C ¼
X
j2S2

hj

�� ��2;

and let us assume that the power of each channel is nor-

malized; then we get A = B ? C. If the relays are allo-

cated equivalently between users, then B = C = A/2.

Let

1þ Ar0 ¼ 1þ 1

2
Br0

� �
1þ 1

2
Cr0

� �
:

We get a cross point r00 ¼ 2A
BC

. Then, if the number of relays

allocated between users is equal, r00 ¼ 8
A
: Therefore, if SNR

r0\r00, the rate of single-user system is higher; on the

contrary, it is the two-user system.

4 The relay allocation strategy of relay node

with a forwarding threshold

When relays set the forwarding thresholds, it means that if

the SNR of the combined signal is greater than rth, the

relays will receive the information and forward to the

central node; otherwise, the information will be discarded.

In this way, the receiving complexity of system can be

reduced.

Similar to the above analysis, for the single-user M-relay

system, after relays set the forwarding thresholds, the PDF

of R is expressed as

f th
R yð Þ ¼

R log2ð1þrthÞ
0

fR xð Þdx; y ¼ 0;
fR yð Þ; y [ log2ð1þ rthÞ:

�
ð13Þ

Then, the rate of the single-user system is given by
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Rth
1�M ¼ Eth

1�M Yð Þ ¼
Z1

log2ð1þrthÞ

yf th
R yð Þdy: ð14Þ

For the two-user M-relay system, referring to (9) and

(10), after relays set the forwarding thresholds, let f th
R1
ðyÞ

denote the PDF of rate at user 1 to whom a relays are

allocated, and f th
R2
ðyÞ denote the PDF of rate at user 2 to

whom M - a relays are allocated. Then, the PDF of the

total rate R is written as

f th
R2�M
ðyÞ¼f th

R1
ðyÞ�f th

R2
ðyÞ

¼
a�b; y¼0;R y�log2ð1þrthÞ

log2 ð1þrthÞ fR1
ðsÞfR2

ðy�sÞds

þa�fR1
ðyÞþb�fR2

ðyÞ; y[ log2ð1þrthÞ;

8><
>:

ð15Þ

where

a ¼
Zlog2ð1þrthÞ

0

fR2
ðxÞdx; and

b ¼
Zlog2ð1þrthÞ

0

fR1
ðxÞdx:

Therefore, the total transmission rate of the system is

given as follows:

Rth ¼ EðYÞ ¼
Z1

log2ð1þrthÞ

y � f th
R2�M
ðyÞdy: ð16Þ

In a similar way to Sect. 3, after relays set the forwarding

thresholds, we also reach the cross point r00 th ¼ 2A
BC

. Owing to

the relays discard, the SNR signals of which are less than the

threshold, the receiving SNR will decrease for the equal

transmission power in low SNR. Thus, the user needs more

power to reach the same transmission rate, r00 th [ r00. With

the increase of threshold rth, r00 thwill be larger. Likewise,

with the increasing number of relays, diversity gain will be

enhanced. In the case when other conditions remain

unchanged, the required power to reach the same

transmission rate will be lower, and r00 th will decrease.

5 Simulation results

In this section, simulations are performed to demonstrate

the above theory. In the Rayleigh channel, by setting dif-

ferent thresholds for relays, we compared different relay

allocation strategies between theory and simulation. The

simulation parameters are shown in Table 1.

Figures 2 and 3 illustrate the total transmission rates of

different relay allocation strategies without the forwarding

threshold of relay. For the two-user M-relay system, the

allocation scheme in which the relays are allocated

equivalently between users can get the maximum rate.

Comparing the two-user system with the single-user sys-

tem, we can find the cross point SNR r00 in the figures. If

Table 1 Simulation parameters

Channel Rayleigh

Number of users 1, 2

Number of relay nodes 4, 6

Forwarding threshold of relay 0, 8, 10 dB

Transmitted total power Normalization
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Fig. 2 Total transmission rates of 4-relay systems without threshold
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SNR r0\r00, the rate of the single-user system is higher;

otherwise, the two-user system has a higher rate. In addi-

tion, with the number of relays increasing, the system can

get more diversity gain. This means that the required power

to reach the same rate will be lower, and r00 th will be

greater.

Figures 4 and 5 illustrate the total transmission rates of

different relay allocation strategies with 8 dB forwarding

thresholds of relays. Compared with Figs. 2 and 3, the

combined signals less than the threshold are discarded. The

total rate of system is decreased in low SNR, and the

required power to reach the same rate will be increased in

contrast to the threshold-free case. Therefore, when the

threshold is set, the cross point r00 th will be increased.

Figures 6 and 7 illustrate the total transmission rates of

different relay allocation strategies with increasing for-

warding threshold. Compared with Figs. 4 and 5, the

number of the discarded signals is enlarged. Under the

unchanged channel condition, the acquired power to reach

the same rate will increase in low SNR. Therefore, with the

thresholds increasing, the cross point r00 th will increase.

By analyzing the single-user and the two-user systems

with the same number of relays in the simulations, we

found that diversity gain decided the system performance
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threshold
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in low SNR. Moreover, the transmission rate of the single-

user system is higher than that of the two-user system,

because the diversity gain of the single-user system is

larger. In high SNR, the impact of diversity gain on system

rate decreased. With the SNR increasing, the impact can be

ignored, and the spatial freedom degree of the channel is

brought to enhance the performance in multiple users

instead of diversity gain.

6 Conclusion

This article mainly investigates how to allocate the relays

to obtain the optimal performance of system. Under the

conditions of relays setting forwarding thresholds, a two-

user multi-relay system was analyzed. The results show

that the system can obtain the maximum transmission rate

when the relays are allocated equivalently between users.

In addition, comparison between the two-user system with

the single-user system proves that diversity gain has a

decisive effect on the performance in low SNR. Moreover,

the single-user system can obtain the maximum transmis-

sion rate because of the larger diversity gain. However,

with the SNR increasing to a certain value, the impact of

diversity gain on system rate will reduce. In high SNR, the

spatial freedom degree of the channel of multiple users

instead of the diversity gain will improve the performance

effectively.

Acknowledgments This study was supported by the National Nat-

ural Science Foundation of China under Grant numbers 61032002,

61101090, and 60902026, and the Chinese Important National Sci-

ence & Technology Specific Projects under Grant number

2011ZX03001-007-01.

References

1. Laneman JN, Tse DNC, Wornell GW (2004) Cooperative

diversity in wireless networks: efficient protocols and outage

behavior. IEEE Trans Inform Theory 50(12):3062–3080

2. Jamal T, Mendes P (2010) Relay selection approaches for wire-

less cooperative networks, In: 2010 IEEE 6th international con-

ference on wireless and mobile computing, networking and

communications, Niagara Falls, Ontario, 11–13 Oct 2010,

pp 661–668

3. Morillo-Pazo J, Trullols , Barcelo JM et al (2008) A cooperative

ARQ for delay-tolerant vehicular networks, In: Proceedings of

IEEE ICDCS, Beijing, June 2008, pp 192–197

4. Wei Y, Yu FR, Song M (2010) Distributed optimal relay selec-

tion in wireless cooperative networks with finite-state Markov

channels. IEEE Trans Veh Technol 59(5):2149–2158

5. Bletsas A, Khisti A, Reed D et al (2006) A simple cooperative

diversity method based on network path selection. IEEE J Sel

Areas Commun 24(3):659–672

6. Bletsas A, Lippnian A, Reed DP (2005) A simple distributed

method for relay selection in cooperative diversity wireless net-

works, based on reciprocity and channel measurements, In: Pro-

ceeding of IEEE 61st vehicular technology conference,

Stockholm, May 30–June 1 2005, pp 1484–1488

7. Hwang KS, Ko YC (2007) An efficient relay selection algorithm

for cooperative networks, In: Proceedings of IEEE VTC, Balti-

more, Sept 30–Oct 3 2007, pp 81–85

8. Chen Y, Yu G, Qiu P et al (2006) Power-aware cooperative relay

selection strategies in wireless ad hoc networks, In: Proceedings

of IEEE PIMRC, Helsinki, Sep 2006, pp 1–5

9. Adam H, Bettstetter C, Senouci SM (2008) Adaptive relay

selection in cooperative wireless networks, In: Proceedings of

IEEE PIMRC, Cannes, Sept 2008, pp 1–5

10. Liu J, Lu K, Cai X (2010) Distributed error-probability—mini-

mizing relay selection for cooperative wireless networks, In:

2010 44th annual conference on information sciences and sys-

tems, Princeton, 17–19 Mar 2010, pp 1–6

11. Krikidis I (2010) Opportunistic relay selection for cooperative

networks with secrecy constraints. Commun IET 4(15):1787–1797

12. Zhang T, Zhao S, Cuthbert L et al (2010) Energy-efficient

cooperative relay selection scheme in MIMO relay cellular net-

works. In: IEEE international conference on communication

systems (ICCS), Singapore, 17–19 Nov 2010, pp 269–273

13. Huang KS, Ko YC (2007) An efficient relay selection algorithm

for cooperative networks. In: Proceedings of IEEE VTC, Balti-

more, Sept 30–Oct 3 2007, pp 81–85

14. Bali Z, Ajib W, Boujemaa H (2010) Distributed relay selection

strategy based on source-relay channel. In: 2010 IEEE 17th

international conference on telecommunications, Doha, 4–7 Apr

2010, pp 138–142

15. Zhang J, Zhuang H, Li T et al (2009) A novel relay selection

strategy for multi-user cooperative relaying networks. In: IEEE

69th vehicular technology conference, Barcelona, 26–29 Apr

2009, pp 1–5

16. Hosseini K, Adve R (2010) Comprehensive node selection and

power allocation in multi-source cooperative mesh network. In:

2010 44th annual conference on information sciences and sys-

tems, Princeton, 17–19 Mar 2010, pp 1–6

17. Baidas MW, Mackenzie AB (2012) An auction mechanism for

power allocation in multi-source multi-relay cooperative wireless

networks. IEEE Trans Wirel Commun 11(9):3250–3260

18. Phan KT, Nguyen DHN, Le-Ngoc T (2009) Joint power alloca-

tion and relay selection in cooperative networks, In: Proceedings

of IEEE global telecommunications conference (GLOBECOM),

Honolulu, Nov 30–Dec 4 2009, pp 1–5

19. Phan KT, Le-Ngoc T, Vorobyov SA (2009) Power allocation in

wireless multi-user relay networks. IEEE Trans Wirel Commun

8(5):2535–2545

20. Rice JA (1995) Mathematical statistics and data analysis, 2nd

edn. Duxbury Press, Belmont

135Optimal relay allocation strategy based on maximum rate in two-user multi-relay system

___________________________ WORLD TECHNOLOGIES ________________________



Wave–current interaction with a vertical square
cylinder at different Reynolds numbers

Azhen Kang • Bing Zhu

Abstract Large eddy simulation is performed to study

three-dimensional wave–current interaction with a square

cylinder at different Reynolds numbers, ranging from 1,000

to 600,000. The Keulegan–Carpenter number is relevantly

a constant of 0.6 for all cases. The Strouhal number, the

mean and the RMS values of the effective drag coefficient

in the streamwise and transverse directions are computed

for various Reynolds numbers, and the velocity of a rep-

resentative point in the turbulent zone is simulated to find

the turbulent feature. It is found that the wave–current

interaction should be considered as three-dimensional flow

when the Reynolds number is high; under wave–current

effect, there exists a critical Reynolds number, and when

the Reynolds number is smaller than the critical one, cur-

rent effect on wave can be nearly neglected; conversely,

with the Reynolds number increasing, wave–current–

structure interaction is sensitive to the Reynolds number.

Keywords Large eddy simulation (LES) �
Wave–current–structure interaction � Drag coefficient �
Vortex shedding � Reynolds number

1 Introduction

In recent years, the highway and road systems have gone

through a rapid expansion in China, resulting in the con-

struction of many sea bridges. The piers of these bridges

deep into sea must endure large wave forces and tidal

actions. The high ocean waves and turbulent currents often

cause the large vibration or deformation of bridges. The

design for sea bridge piers relies on the accurate prediction

of wave–current forces and vortex-shedding frequency.

Accordingly, wave–current–structure interaction is a focus

in the studies of coastal and offshore bridges.

Park et al. [1] used the linear potential theory to inves-

tigate the fully nonlinear wave–current–body interaction in

terms of three-dimensional numerical tank. His study was

based on weak current and no flow separation. However, in

reality, flow separation will always occur even though the

current is weak. Thus, in order to deal with the physical

problems of wave–current–structure interactions, the tur-

bulence closure model was developed. Deardorff [2]

established a large eddy simulation (LES) model which

solves the large-scale eddy motions and modeled the small-

scale turbulent fluctuations to solve the turbulent flows

with large Reynolds numbers. Sohankar [3] applied a LES

model to studying flow interaction with a bluff body from

moderate-to-high Reynolds numbers by employing two

different sub-grid scale models, namely, the Smagorinsky

and a dynamic one-equation models. Koo and Kim [4]

investigated nonlinear wave–current interactions with fixed

or freely floating bodies using a two-dimensional fully-

nonlinear numerical wave tank (NWT). Li and Lin [5]

developed a two-dimensional numerical tank to simulate

the coaction processes based on the Reynolds-averaged

Navier–Stokes equations. Cheng et al. [6] used the lattice

Boltzmann method to simulate a two-dimensional incom-

pressible linear shear flow over a square cylinder and

investigated the effect of shear rate on the frequency of

vortex shedding as well as the drag force. The complexities

of flow and turbulence patterns as well as the pressure

fields induced by the wave–current attacks require a three-

dimensional model to predict the deformation of piers of

bridge structures. Vengadesan and Nakayama [7] evaluated
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turbulent flow over a square cylinder by employing three

subgrid-scale SGS stress closure LES models. Lin and Li

[8–11] used LES to study wave–current–body interaction,

and obtained lots of significant revelations of nonlinear

wave–current–body interactions. Tan [12, 13] applied an

LES model to simulate three-dimensional wave interaction

with structures and studied wave–current–body interactions.

Based on the Navier–Stokes equation, the wave-gener-

ation method of defining inlet boundary conditions is

applied in this article to build an LES model. The model is

then used to study wave–current interaction with a vertical

square cylinder for various Reynolds numbers. The drag

force and vortex feature caused by the nonlinear wave–

current–structure interaction are, respectively, numerically

simulated with various high Reynolds numbers. The mean,

RMS of drag coefficient and the Strouhal number which

represent the vortex shedding frequency are calculated and

compared.

2 Theoretical model

2.1 Model description

The governing equations for spatially averaged mean flow

are as follows, which are obtained by filtering the classical

Navier–Stokes equations [2]:

oui

oxi

¼ 0; ð1Þ

oui

ot
þ o

oxj

uiuj

� �
¼ � 1

q
op

oxi

þ gi þ
1

q
o�sij

oxj

; ð2Þ

where i = j = 1, 2, 3 represent the three directions of three-

dimensional fluid particle, the variables with overbars are

spatially averaged quantities, q is the fluid density, gi is the

gravitational acceleration in the ith component, ui is the

mean velocity in the ith component, �p is the filtered pressure,

and sij is the viscous stress of filtered velocity field. The sub-

grid scale tensors are defined by the difference of uiuj and

uiuj produced from the filtering, which can be described by

means of sub-grid Reynolds stress:

sR
ij ¼ �q uiuj � uiuj

� �
: ð3Þ

The sub-grid model is solved based on the eddy

viscosity model hypothesis; thus, the isotropic residual

stress tensor is defined as follows:

sr
ij ¼ sR

ij �
2

3
krdij; ð4Þ

where kr ¼ 1
2
sR

ij is residual kinetic energy, and dij is

Kronecker delta function. From Eq. (4), the isotropic

residual stress tensor terms can be absorbed into the filtered

pressure terms, i.e.,

P ¼ pþ 2

3
kr ð5Þ

By Substituting Eqs. (3)–(5) into Eq. (2), we transform the

filtered momentum equation into

oui

ot
þ o

oxj

uiuj

� �
¼ � 1

q
oP

oxi

þ gi þ
1

q
o�sij

oxj

þ 1

q

osr
ij

oxj

: ð6Þ

The Smagorinsky sub-grid scale model [14] is applied to

calculate sr
ij, that is,

sr
ij ¼ 2qctSij ¼ qct

o�ui

oxj

þ o�uj

oxi

� �
; ð7Þ

where eddy viscosity coefficient ct ¼ L2
s

ffiffiffiffiffiffiffiffiffiffiffiffi
2�Sij

�Sij

p
;

Smagorinsky length scale Ls = CsW, in which Cs is the

Smagorinsky model dimensionless coefficients ranging

from 0.1 to 0.2 due to various calculating fluids. In this

study, Cs is taken to be 0.15, W is the length scale of

minimum vortex, and W ¼ ðDx þ Dy þ DzÞ1=3; where

Dx; Dy; Dz are the grid spacings of x, y, and z directions.

Thus, the LES momentum equations which are obtained by

means of Smagorinsky sub-grid model without the filtered

signs can be described as

oui

ot
þ o

oxj

uiuj

� �
¼ � 1

q
oP

oxi

þ gi

þ 1

q
o

oxj

qðcþ ctÞ
o�ui

oxj

þ o�uj

oxi

� �� �
; ð8Þ

oui

oxi

¼ 0; ð9Þ

where c is the molecular viscous coefficient.

To trace the three-dimensional free surface transforma-

tion, the so-called r-coordinate transformation [15] is

applied to map the irregular physical domain into a cube

where the free surface and bottom boundary condition can

be set precisely. In this study, operator-splitting method

[16] is used to solve Eqs. (8) and (9).

2.2 Model validation

To validate the numerical model mentioned above, a three-

dimensional model is set up. The square cylinder is verti-

cally located in a numerical wave–current basin with the

dimension of 30 m 9 10 m 9 1 m. The still water depth is

1 m. The side length of square cylinder is 1 m 9 1 m, and

its height is 1 m. The center of the cylinder is located at the

centerline in the y direction and 10 m away from the left

boundary. A uniform and undisturbed current with the

speed of 0.22 m/s is set on the inflow boundary conditions;
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the corresponding Reynolds number is Re ¼ u0 � L=v ¼
2:2� 104: A nonuniform mesh system is used on the

horizontal plan with the grids of 130 9 80. Near the square

cylinder, the finest grids Dx ¼ Dy ¼ 0:005 m is deployed

and coarser grids father away. In the vertical direction, the

uniform grids are used, 20 grids in total. A timestep of

Dt = 0.001 s is used in the computation. The computation

time t is a dimensionless value by parameter l/u0, and force

is a dimensionless value by parameter qu2
0: Totally 200

dimensionless t are calculated.

The time history curves of drag and lift coefficient are

given in Fig. 1. The mean force coefficients (Cd), mean-

square deviation of drag and lift coefficients (C0d and C0l),

and normalized shedding frequencies (Strouhal number St)

are given in Table 1.

The data in Table 1 are analyzed from 100t to

200t (where t = t*u0/l) during which the turbulence has

achieved full development. The corresponding numerical

results are compared with Lyn’s experiment results [17]. It

can be seen from the comparison that the numerical result

agrees with the experiment result well.

2.3 Model conditions

In this study, the three-dimensional wave–current inter-

action with a vertical square cylinder at various Reynolds

numbers is investigated. The numerical model is the same

as that of Sect. 2.2 (see Fig. 2a). Inflow boundary con-

dition is generally set on the left side of computational

domain where both free surface and velocities are pro-

vided based on either laboratory measurements or theo-

retical expression. Thus, a linear wave train with a wave

period of 4 s and a wave height of 0.05 m together with

the current is sent from the left boundary. The corre-

sponding Reynolds number ranges from 1.0 9 104 to

6.0 9 105 and the current speeds from 0.001 to 0.6 m/s.

The value of KC = upT/L & 0.6. The right side of

computational domain is set by radiation boundary that

can absorb the wave and flow energy. On free surface,

the zero normal and tangential stresses are enforced with

zero pressure. On bottom or solid wall boundary, no-slip

boundary is applied. A nonuniform mesh system is used

on the horizontal plan with the grids of 130 9 80. Near

the square cylinder, the finest grids Dx = Dy = 0.05 m

are deployed and coarser grids father away. In the ver-

tical direction, the uniform grids are used, 20 grids in

total.
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Fig. 1 The time history of drag and lift coefficients. a Cd, b Cl

Table 1 Calculated mean force coefficient (Cd), mean-square devi-

ation of drag and lift coefficients (C0l and C0d), and normalized shed-

ding frequencies (Strouhal number St)

Item C0l Cd C0d St

This article 1.2475 2.1094 0.1892 0.139

Ref. [17], Re = 22,000 – 2.05–2.23 0.135

Vickery, 1 [18] 1.32 – 0.17 0.12

Vickery, 2 [18] 1.27 – 0.17 –

Lee, Re = 176,000 [19] 1.22 2.05 0.22 –

(a)

 
(b) 

(1.5L, 0) 

10L 20L

10
L

Fig. 2 Mesh arrangement near the square cylinder on the horizontal

plane. a Computational domain arrangement, b Mesh arrangement

near the square cylinder
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3 Results and discussions

In Fig. 3, the calculated vorticity on the middle elevation at

the same time moment t = 100 s for different Reynolds

numbers is plotted as a gray scale color map. Two extreme

cases of wave-only case (KC = 0.6) and current-only case

(Re = 6.0 9 105) are also discussed.

Figure 3a–c show that the current is so weak that its

effect on wave can be neglected when Re is less than

1.5 9 105. The flow is essentially symmetric about the

(b)(a)

(c) (d)

(e) (f)

(g) (h)

(i) (j)

Fig. 3 Calculated vorticity on

the middle elevation at

t = 100 s for different Reynolds

numbers. a Wave only,

b KC = 0.6, Re = 10,000,

c KC = 0.6, Re = 100,000,

d KC = 0.6, Re = 150,000,

e KC = 0.6, Re = 200,000,

f KC = 0.6, Re = 300,000,

g KC = 0.6, Re = 400,000,

h KC = 0.6, Re = 500,000,

i KC = 0.6, Re = 600,000,

j KC = 0, Re = 600,000
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centerline in the y direction during all time history under

constant KC number and relatively weak current effect.

Flow separations from corners exist but the vortices are

attached to the structure. Under wave-only effect of wave

height H = 0.05 m as well as wave period T = 4 s, the

value of KC = upT/L & 0.6, where up is the maximum

wave-induced fluid particle velocity, up & 0.15 m/s [10].

Thus, when the Reynolds number magnitude is smaller
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Fig. 4 Effective drag coefficient and corresponding energy spectra for Reynolds numbers (1.0 9 104 to 2.0 9 105). a Wave only, b KC = 0.6,

Re = 10,000, c KC = 0.6, Re = 100,000, d KC = 0.6, Re = 150,000, e KC = 0.6, Re = 200,000, f Wave only, g KC = 0.6, Re = 10,000,

h KC = 0.6, Re = 100,000, i KC = 0.6, Re = 150,000, j KC = 0.6, Re = 200,000, k Wave only, l KC = 0.6, Re = 10,000, m KC = 0.6,

Re = 100,000, n KC = 0.6, Re = 150,000, o KC = 0.6, Re = 200,000
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than Recritical ¼ upL=v ¼ 1:5� 105; the effect of Reynolds

number on wave is almost very little. The drag force and

vortex form caused by wave–current interaction with

KC = 0.6 as well as weak current are consistent with that

of wave action only. Conversely, when the Reynolds

number magnitude is the same as Recritical, the wave–

current nonlinear interaction is obvious. Although with

the same KC number, the trailing vortex forms differ from

one another. With increasing the Reynolds number from

1.5 9 105 to 6.0 9 105, the vortex form becomes more

complicated; however, the separation point remains at the

upstream corners at all times for different Reynolds

numbers. From Fig. 3i–j, it is expected that the vortex

feature under wave–current effect becomes much more
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Fig. 4 continued
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complicated in comparison to that of the current-only

effect due to the presence of wave oscillating motion.

In the presence of wave, there also exists inertial force

caused by the unsteady oscillating motion besides the drag

force. Thus, to simplify the analysis and facilitate the

comparisons among different cases, all forces are normal-

ized by qu2(Ld)/2, in this study u in all cases is taken as

0.6 m/s so that the effective force coefficient in the x and

y directions, e.g., Cdx and Cdy, are obtained. The

time history curve of effective drag coefficient and
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Fig. 5 Effective drag coefficient and corresponding energy spectra for Reynolds numbers(3.0 9 105 to 6.0 9 105). a KC = 0.6, Re = 300,000,

b KC = 0.6, Re = 400,000, c KC = 0.6, Re = 500,000, d KC = 0.6, Re = 600,000, e KC = 0.6, Re = 300,000, f KC = 0.6, Re = 400,000,

g KC = 0.6, Re = 300,000, h KC = 0.6, Re = 600,000 i KC = 0.6, Re = 300,000, j KC = 0.6, Re = 400,000, k KC = 0.6, Re = 500,000,

l KC = 0.6, Re = 600,000
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corresponding energy spectra with different Reynolds

numbers have been presented in Figs. 4 and 5. From Fig. 4,

when Reynolds number is smaller than Recritical, the drag

coefficient, lift coefficient and corresponding energy

spectra are the same as those of wave-only case. This again

proves that the effect of current on wave is so little that it

can be neglected when the corresponding Reynolds number

achieves a critical value. However, when Reynolds number

is bigger than Recritical, it is found that Cdx and Cdy have

been increased with the Reynolds number increasing (see

Fig. 5). The vortex shedding frequency increased as the

Reynolds number increased. This fact can be verified from

Fig. 5i–l which is obtained from the logarithmic spectrum

of Cdy.

The streamwise velocity U, transverse velocity V,

vertical velocity W at one representative point on the

horizontal plane of middle elevation, namely, point I at

x = 1.5 m and y = 0.0 m (as shown in Fig. 1 for its

position) are depicted in Fig. 6. It gives the time histo-

ries of resolved velocity at this point for various Rey-

nolds numbers. Reynolds numbers ranging from

3.0 9 105 to 6.0 9 105 are plotted to discover the pat-

terns obviously in Fig. 6. From Fig. 6a–d, it is found that

in the first ten periods, the turbulent forms of all cases

are complicated. The higher the Reynolds number, the

more significant the velocity fluctuation. From Fig. 6e–h,

it is seen that vortex shedding period is decreased as

Reynolds numbers increased. Another feature is that the

vertical velocity (W) magnitude is increased because of

the increasing of Reynolds number. Thus, vertical

velocity W should be considered to wave–current inter-

action with high corresponding Reynolds numbers. It is

of great importance to consider the wave–current as

three-dimensional flow.

The variations of Strouhal number and effective drag

coefficient under different Reynolds numbers are shown in

Fig. 7 and Table 2. The vortex shedding frequency and the

mean wave–current force are nearly close to zero for the

case of Reynolds number smaller than 1.0 9 105, which is

the same as the wave-only case. As the Reynolds number

increases, the Strouhal number, the mean force coefficient

and the RMS of coefficients increase, and they all show the

same variation tendency. It is expected that the mean ones,

the RMS ones, and Strouhal number are all sensitive to

various Reynolds numbers under wave–current effect.

From Fig. 7d, it is found that the Strouhal number

increases slightly for the higher Reynolds numbers ranging

from 3.0 9 105 to 6.0 9 105.

4 FEM simulation

Wave–current interaction with a vertical square cylinder is

investigated numerically in this study. The results show as

follows:
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(1) The vortex shedding frequency has been reduced

because of wave–current nonlinear interaction.

(2) When the corresponding Reynolds number is smaller

than a critical one, current effect on wave can be

nearly neglected.

(3) With the Reynolds number increasing, however,

wave–current–structure interaction is sensitive to the

Reynolds number; in this case, the effect of Reynolds

number on the global quantities, the mean value,
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Fig. 6 Velocity in three directions at point(x = 1.5 m and y = 0.0 m) for different Reynolds numbers. a KC = 0.6, Re = 300,000, b KC = 0.6,
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Re = 600,000

144 Traffic Engineering and Transport Planning

___________________________ WORLD TECHNOLOGIES ________________________



RMS value of drag force coefficient and turbulent

feature are much more obvious and unignorable.

(4) The vertical velocity is increased with the Reynolds

muber increasing, and the magnitude of it weighs

against the streamwise velocity. Thus, it is of great

importance to consider the wave–current interaction

as three-dimensional flow.
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An overview of a unified theory of dynamics of vehicle–pavement
interaction under moving and stochastic load

Lu Sun

Abstract This article lays out a unified theory for

dynamics of vehicle–pavement interaction under moving

and stochastic loads. It covers three major aspects of the

subject: pavement surface, tire–pavement contact forces,

and response of continuum media under moving and sto-

chastic vehicular loads. Under the subject of pavement

surface, the spectrum of thermal joints is analyzed using

Fourier analysis of periodic function. One-dimensional and

two-dimensional random field models of pavement surface

are discussed given three different assumptions. Under the

subject of tire–pavement contact forces, a vehicle is mod-

eled as a linear system. At a constant speed of travel,

random field of pavement surface serves as a stationary

stochastic process exciting vehicle vibration, which, in

turn, generates contact force at the interface of tire and

pavement. The contact forces are analyzed in the time

domain and the frequency domains using random vibration

theory. It is shown that the contact force can be treated as a

nonzero mean stationary process with a normal distribu-

tion. Power spectral density of the contact force of a

vehicle with walking-beam suspension is simulated as an

illustration. Under the subject of response of continuum

media under moving and stochastic vehicular loads, both

time-domain and frequency-domain analyses are presented

for analytic treatment of moving load problem. It is shown

that stochastic response of linear continuum media subject

to a moving stationary load is a nonstationary process.

Such a nonstationary stochastic process can be converted to

a stationary stochastic process in a follow-up moving

coordinate.

Keywords Vehicle–pavement interaction � Random field �
Continuum medium � Spectral analysis � Green’s function �
Linear system

List of Symbols

Fðx; tÞ Moving source

dð�Þ Dirac delta function

v Source velocity

PðtÞ Source magnitude

h½�� Impulse response function

H½�� Frequency response function

Sð�Þ Power spectral density

Rð�Þ Correlation function

E½�� Expectation

r2 Variance

w Standard deviation

G½�� Green’s function

u½�� Response function of continuum media

1 Introduction

The investment of the United States in the nation’s trans-

portation infrastructure alone (highways, bridges, railways,

and airports) amounted to $7 trillion by 1999. To preserve

infrastructure longevity in a cost-effective manner, the

research in pavement design and infrastructure manage-

ment has been growing rapidly in recent years. From a

pavement design point of view, pavement response, dam-

age, and performance are essentially the result of long-term
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vehicle–pavement interaction. When vehicle speed is low,

the dynamic effect of vehicular loads on pavements is

insignificant. However, with the promotion of high-speed

surface transportation in the world, this dynamic effect

must be taken into account to develop more rational

pavement design methods. For instance, real causative

mechanisms that lead to fatigue damage of pavement

material might be frequency dependent. From an infra-

structure management point of view, vehicle–pavement

interaction has a profound impact on the way that existing

technologies of structural health monitoring, environmental

vibration mitigation, nondestructive testing and evaluation,

and vehicle weight-in-motion are to be improved, inno-

vated and implemented. For instance, modern high-speed

surface transportation systems are normally accompanied

by rises in levels of noise and vibration that may cause a

significant detrimental effect to the ecology. Vehicle–

pavement interaction-induced structure-borne and ground-

borne vibrations emit and propagate toward some extent.

Residents may experience hardship from uncomfortable

vibration, and high-precision equipment may suffer from

malfunctioning to irreparable damage. To mitigate noise

and vibration in surrounding areas of roadway, it is nec-

essary to investigate predominant frequencies of vehicle–

pavement interaction, the source of vibration, so as to

develop effective noise and vibration countermeasures. The

study of vehicle–pavement interaction also plays a critical

role in developing better inversion algorithms for nonde-

structive testing and evaluation of transportation infra-

structure. In addition, taking into account dynamic effects

of vehicle vibration caused by rough surface may consid-

erably improve accuracy and reliability of weigh-in-motion

systems, which measure a vehicle’s weight as it travels at a

normal speed.

Vehicle–pavement interaction is not only a central

problem to pavement design, but also has a profound

impact on infrastructure management, vehicle suspension

design, and transportation economy. Figure 1 shows a

central role of vehicle–pavement interaction played in a

wide variety of applications. From a vehicle-design point

of view, a designer needs to consider vehicle vibration and

controllability, which affect ride quality and vehicle

maneuver. Vehicle–pavement interaction also has a huge

economic impact. As pavement performance deteriorates

and roadway surface gets rougher, both operation costs

(fuel, tire wear, and routine maintenance) and roadway

maintenance cost of the vehicle increase dramatically,

accompanied by decreasing transportation productivity.

There is no doubt that there is a great and urgent need for

fundamental research on vehicle–pavement interaction due

to rapid deterioration of huge highway infrastructure

nationwide, tight maintenance budget, and the key role

played by vehicle–pavement interaction.

Since the American Association of State Highway

Officials (AASHO) road test, the fourth power law has

been widely used by pavement engineers to design high-

way and airfield pavement and to predict the remained life

and cumulated damage of pavements [1–3]. Besides the

damage caused by static loads, dynamic loads may lead to

additional pavement damage. A consequence of a high

power in the damage law is that any fluctuation of pave-

ment loading may cause a significant increase in the

damage suffered by pavement structures. A number of

recent filed measurements and theoretical investigations

showed that vehicle vibration-induced pavement loads are

moving stochastic loads [4–8]. The researchers concluded

that vibrations of vehicles were related primarily to pave-

ment surface roughness, vehicle velocity, and suspension

types [9–13].

Estimation of pavement damage caused by dynamic

loads varies anywhere from 20 % to 400 % [14]. The

smaller estimates are based on the assumption that peak

dynamic loads (and hence the resulting pavement damage)

are distributed randomly over the pavement surface. The

larger estimates are based on the assumption that vehicles

consistently apply their peak wheel loads in the same areas

of the pavement. Theoretical studies by Cole [15] and

Hardy and Cebon [16] confirmed that for typical highway

traffic, certain areas of the pavement surface always suf-

fered the largest wheel forces, even when the vehicles had

a wide range of different suspension systems, payloads, and

speeds.

Complicated relationships exist among vehicle suspen-

sion, dynamic wheel loads, pavement response, and dam-

age [17–19]. On one hand, it has been known for years on

how to manufacture automobiles operating properly on a

variety of pavement surfaces. On the other hand, however,

the effect of vehicle design on pavement has not been

thoroughly studied. For instance, Orr [20] stated in his

study that comparatively little was known about the influ-

ence of suspension design on pavement in the automobile

industry yet.

A number of obstacles exist in revealing vehicle–pave-

ment interaction. A theoretical foundation universally

applicable to the involved specific problems is no doubt

very attractive. It will not only provide a guide for exper-

imental study and validation, but will also enable better

design and maintenance of vehicles and pavements. As

such, this article provides an overview of a unified theory

for dynamics of vehicle–pavement interaction under mov-

ing and stochastic loads. This article covers three major

aspects of the subject: pavement surface, tire–pavement

contact forces, and response of continuum media under

moving and stochastic vehicular loads developed by Sun

and his associates (Fig. 2). The remainder of this article is

organized as follows. Section 2 addresses mathematical
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description of pavement surface roughness. Section 3

studies contact force generated due to vehicle–pavement

interaction, which is the source to both vehicle dynamics

and pavement dynamics. Section 4 investigates pavement

response under moving stochastic loads. Section 5 dis-

cusses difficulties and deficiencies in the existing research,

and projects further research and applications. Section 6

makes concluding remarks.

2 Pavement surface

Irregularities in pavement surface are often called rough-

ness. All pavement surfaces have some irregularities. The

National Cooperative Highway Research Program defines

‘‘roughness’’ as ‘‘the deviations of a pavement surface from

a true planar surface with characteristic dimensions that

affect vehicle dynamics, ride quality, and dynamic pave-

ment loads [21].’’ Factors contributing to roughness, in a

general sense, include vertical alignment, cracks, joints,

potholes, patches and other surface distresses.

Newly constructed pavements may be poorly finished or

have design features such as construction joints and ther-

mal expansion joints, which can be main sources of vehicle

vibration [22, 23]. Measurements show that pavement

roughness can be modeled as a random field consisting of

different wavelength. Considerable effort has been devoted

to describing pavement surface roughness [24–26]. The

peak-to-valley measurements, the average deviation from a

straight edge, and the cockpit acceleration are several

distinct approaches that have been suggested for pavement

surface characterization [27]. Practical limitations of these

three approaches could be found in the study of Hsueh and

Penzien [28].

Spectrum of a deterministic function referring to its

Fourier transform reveals sinusoid components that a

deterministic periodic or nonperiodic function is composed

of. Spectrum analysis of a deterministic function f ðtÞ can

be obtained if and only if this deterministic function sat-

isfies Dirichlet condition and absolute integrability condi-

tion [29]:

Z 1
�1

f ðtÞj j dt\þ1: ð1Þ

Pavement surface as a random field of elevation does not

decay as spatial coordinates extend to infinity; therefore, it

does not satisfy inequality (1). For this reason, taking Fourier

analysis to a sampled pavement surface does not make too

much sense in theory. However, the correlation vector of

random field does decay as spatial coordinates extend to

infinity. Hence, applying Fourier transform to correlation

vector of pavement surface, commonly known as power

spectral density, does serve the purpose of spectrum analysis

in theory [30]. As such, mathematical description of

pavement surface takes place under the theoretical

framework of spectral analysis of stochastic process.

Surface         Vehicle   Contact      Structural Dynamic

Roughness    Systems       Forces       Systems Response

Fig. 2 Dynamics of vehicle–pavement interaction

Vehicle Maneuver 
& Control

Vehicle Suspension 
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Pavement Material 
Fatigue Mechanism

Ride Quality & Safety Performance Modeling & Prediction

Vehicle Operation Cost Nondestructive Testing & Evaluation

Transportation 
Productivity

Highway 
Maintenance Cost

Vibration
Mitigation

Vehicle Weigh-
in-Motion

Structural Health 
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Fig. 1 A central role of vehicle–pavement interaction played in various applications
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The following subsections consist of a general mathe-

matical framework for describing pavement surface

roughness, a review of statistical description of pavement

surface roughness, a description of periodic joints of

cement concrete pavement, and three different hypotheses

when projecting a one-dimensional road profile to a two-

dimensional pavement surface.

2.1 One-dimensional description

Given the manifest complexity exhibited in pavement

surface as a random field, making some assumptions

becomes indispensable to simplify mathematical descrip-

tion of pavement surface. Commonly used assumptions on

surface roughness are that surface roughness is an ergodic

and homogeneous random field with elevation obeying

Gaussian distribution [31–33]. The assumption of ergo-

dicity makes sure that the temporal average of a sample of

stochastic process equals to the statistical mean of sto-

chastic process, which enable one to obtain the statistical

characteristics of a stochastic process by measuring only a

few samples. The assumption of homogeneity ensures

random property of surface roughness is independent to the

sites measured. When a vehicle travels at a constant speed,

a homogeneous random filed is converted to a stationary

stochastic process. The assumption of Gaussian distribu-

tion ensures that transformation of such randomness

through a linear system is still Gaussian.

Road profile along longitudinal direction (i.e., direction

of travel) is often an exchangeable term of pavement

roughness. The simplest model describes the pavement

surface as a cylindrical surface defined by a single longi-

tudinal profile n(x). Figure 3 shows an illustrative example

of road profile. Instead of varying with time, the elevation n
of the surface varies with respect to longitudinal distance

x along the direction of travel. In the spatial domain, low-

frequency components correspond to long wavelengths

while high frequency components correspond to short

wavelengths. Let n(x) be a zero mean, homogeneous,

Gaussian random field. Its probabilistic structure can be

completely described by either the autocorrelation function

or the power spectral density (PSD).

According to the Winner–Khintchine theory [31], the

following expressions constitute a pair of Fourier

transform:

SnnðXÞ ¼ ð2pÞ�1

Z 1
�1

RnnðXÞe�iXXdX; ð2aÞ

RnnðXÞ ¼
Z 1
�1

SnnðXÞeiXXdX; ð2bÞ

where X represents the distance between any two points

along the road. Wavenumber spectrum, SnnðXÞ, is the direct

PSD function of wavenumber X , which represents spatial

frequency defined by X = 2p/k where k is the wavelength of

roughness. Under the assumption of homogeneity, spatial

autocorrelation function RnðXÞ is defined by

RnnðXÞ ¼ E½nðx1Þnðx2Þ� ¼ E½nðx1Þnðx1 þ XÞ� ð3Þ

for any x1 and X. Here E½�� is the expectation operator and

can be calculated by

E½nðxÞ� ¼ lim
X!1

1

2X

Z X

�X

nðxÞdx: ð4Þ

This expectation, differing from statistical mean of a

random process, is temporal average of a sample of

stochastic process.

2.1.1 PSD roughness

As a one-dimensional random field, roughness can be

characterized in the spatial domain and the wavenumber

domain. An analytic form of PSD roughness is often

desired for theoretical treatment [34, 35]. Spectral analysis

of pavement roughness has been the subject of consider-

able research for years. Many function forms of PSD

roughness have been proposed to characterize bridge deck

surface [36], rail-track surface [33, 37], and airfield runway

surface [24, 38].

Sayers et al. [39, 40] suggested a power function for

PSD roughness:

SnnðXÞ ¼ AXa: ð5Þ

Early studies on PSD of longitudinal profiles of runways

and roads are a special case of (5) for a ¼ �2 [41–44].

Although power function (5) is convenient for parameter

estimation and design purpose, it creates mathematical

difficulties at X ¼ 0, where SnnðXÞ becomes infinite. For

this reason, two distinct function forms have been proposed

in later studies.

One form is to use rational functions: Sussman [45] for

(6), Sussman [45], Snyder and Wormley [46], and Yadav

and Nigam [47] for (7), Macvean [48] for (8), Bolotin

(1984) for (9), and Gillespie [25, 26] for (10), to name a

few.

)(xξ

A B

X

1x 2x x

Fig. 3 One-dimensional road profile
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SnnðXÞ ¼
S0ðX2 þ a2 þ b2Þ

ðX2 � a2 þ b2Þ2 þ 4X2a2
; ð6Þ

SnnðXÞ ¼
S0

X2 þ a2
; ð7Þ

SnnðXÞ ¼
S0

ðX2 þ a2Þ2
; ð8Þ

SnnðXÞ ¼
4r2

p
aX2

0

ðX2 � X2
0Þ þ 4a2X2

; ð9Þ

SnnðXÞ ¼ S0½1þ X2
0X
�2�ð2pXÞ�2: ð10Þ

Another form is to use piecewise functions. For

instance, (11) was suggested by the International

Organization for Standardization (ISO) to cover different

frequency ranges [49–52].

SnnðXÞ ¼
CspX

�w1

a for 0�X�Xa

CspX
�w2 for Xa�X�Xb;

0 for Xb\X

8><
>:

ð11Þ

where Xa represents reference frequency, and Xb represents

cut-off frequency. Iyengar and Jaiswal [33] provided a

similar split power law in the form of (11) for rail-track in

which Csp = 0.001(m-2 cycles/m) and w1 = w2 = 3.2.

Marcondes et al. [22, 23] proposed an exponential

piecewise function:

Snn Xð Þ ¼ A1 exp �kXpð Þ for X�X1;
A2 X� X0ð Þq for X1�X:

�
ð12Þ

In all aforementioned PSD roughness, A, A1, A2, p, q, k,

w1, w2, Csp, a b, S0, and X0 are the real and positive

parameters estimated from field test.

Although various PSD functions have been proposed for

fitting the measured PSD roughness, it has been found that

most pavement profiles including road surface, runway

surface, and rail-track surface exhibit very similar trends of

PSD curves. Some researchers have even reduced the PSD

curves to only two families: one for rigid (cement concrete

pavements), and the other for flexible (asphalt concrete

pavements) [25, 26].

2.1.2 Effect of periodic joints of rigid pavement

Thermal expansion joints are commonly set on rigid

pavement surface to reduce thermal stress in pavement.

Thermal joints of rigid pavement can be a significant

source of excitation of vehicle vibration, especially when

the joint sealing material gets lost. This could cause

undesirable riding qualities at a high speed [43]. Figure 4

shows an idealized rigid pavement surface with periodic

joints. An actual rigid pavement surface might be consid-

ered as a combination of this periodic profile and a random

field.

In the spatial domain, pavement roughness n(x) in Fig. 4

can be described by a periodic function within a period

[-d/2,d/2].

nðxÞ ¼
0; x 2 ½�d=2;�D=2Þ
cðxÞ; x 2 ½�D=2;D=2�:
0; x 2 ðD=2; d=2�

8<
: ð13Þ

Here spatial period along the longitudinal direction, d,

represents slab length of rigid pavement, D and h, respec-

tively, represent maximum width and depth of joint, c(x) is

named shape function of joint, which is a symmetrical

function and describes the shape of the joint. With this

description, pavement roughness n(x) becomes an even

function with period d.

A period function can be legitimately expanded using

Fourier series, which is sometimes called frequency spec-

trum analysis of periodic function [53]. As such, coeffi-

cients of the expanded Fourier series of n(x) an and bn

(n = 0,1,2,)��� are given by

an ¼
1

d=2

Z d=2

�d=2

nðxÞ cos
npx

d=2
dx ¼ 2

d

Z D=2

�D=2

cðxÞ cos
2npx

d
dx;

ð14aÞ
bn ¼ 0; n ¼ 0; 1; 2; . . . (for nðxÞ is an even function):

ð14bÞ

Wavenumber spectrum of roughness is thus expressed as

SnnðXnÞ ¼ a2
n þ b2

n ¼
4

d2

Z D=2

�D=2

cðxÞ cos
2npx

d
dx

" #2

; ð15aÞ

)(xξ

x
h       

Δ

d

Fig. 4 Periodic joints of rigid pavement surface
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Xn ¼ n=d ðn ¼ 0; 1; 2; � � � � ��Þ: ð15bÞ

In which Xn represents discrete wavenumber and

SnnðXnÞ is discrete wavenumber spectrum. It is evident

from (18) that different shapes of joints determine different

discrete spatial spectrum. Four types of shape function,

namely rectangular curve, parabolic curve, cosine curve,

and triangular curve have been observed and investigated

by Sun [54].

Table 1 gives the discrete spatial spectrums of these four

types of shape functions computed from (15a). The com-

parison between these discrete spectrums for specified rigid

pavement with slab length 5 m and joint width 0.03 m is

plotted in Fig. 5 where S ¼ hD=d, Xn ¼ 2pn=d,

n ¼ 0; 1; 2; � � �, and D=d ¼ 0:006. From this figure it can be

seen that the spectrum of rectangular joint is the greatest in

four types of joints, while the spectrum of triangular joints

is the smallest. The ratio of the magnitude of four types of

joints based on SnnðX0Þ approximates to 4:1.78:1.62:1.

Because S2 = (hD/d)2, the effect of joint of rigid pavement

with long slab length d is much less than that of the

pavement with short slab length.

2.2 Two-dimensional description

One-dimensional random field model of pavement surface

is adequate for two-wheel vehicles, such as bicycles and

motor-cycles but inadequate for cars and trucks having two

or more wheel per axle. Actual highway and airfield

pavement consists of a two-dimensional surface of finite

width, a nominal camber and grader. The elevation of

pavement surface exhibit random fluctuations about the

nominal geometry and therefore should be more accurately

treated as a two-dimensional random field, n(x, y), with

space coordinates x and y as the indexing parameters as

shown in Fig. 6.

When ignoring those isolated large fluctuations such as

potholes, fluctuations of pavement surface can be approx-

imate by a homogenous, Gaussian random field with a zero

mean [49, 55]. Probabilistic structure of a two-dimensional

random field can be completely defined either by two-

dimensional autocorrelation function

RACðX; YÞ ¼ E½nðx1; y1Þnðx2; y2Þ�
¼ E½nðx1; y1Þnðx1 þ X; y1 þ YÞ� ð16Þ

or by two-dimensional PSD, SnnðX;KÞ, where X = x2 – x1,

Y = y1-y2, X and K represent wavenumber in x-axis and

y-axis directions, respectively. Here SnnðX;KÞ is defined as

a double-sided Fourier transform of autocorrelation

function (16).

SðX;KÞ ¼ ð2pÞ�2

Z 1
�1

Z 1
�1

RðX; YÞe�iðXXþKYÞdXdY :

ð17Þ

Table 1 Discrete wavenumber spectrum resulting from periodic joints of rigid pavement

Joints Shape function Diagram Discrete spatial spectrum

Rectangular curve �h SnnðX0Þ ¼ 4S2

SnnðXnÞ ¼ ½
sinðDXn=2Þ

DXn=2
�2SnnðX0Þ:

Parabolic curve 4h
D2 x2 � h SnnðX0Þ ¼ 16S2

�
9

SnnðXnÞ ¼
9½cosðDXn=2Þ � sinðDXn=2Þ

.
ðDXn=2Þ�2

ðDXn=2Þ4
SnnðX0Þ:

Cosine curve �h cos p
D x SnnðX0Þ ¼ 16S2

�
p2

SnnðXnÞ ¼ ½
cosðDXn=2Þ

1� ðDXn=pÞ2
�2SnnðX0Þ:

Triangular curve 2h
D xj j � h SnnðX0Þ ¼ S2

SnnðXnÞ ¼
4½1� cosðDXn=2�2

ðDXn=2Þ4
SnnðX0Þ:
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The determination of the two-dimensional autocorrela-

tion function or two-dimensional PSD relies on the

measured elevation of the entire pavement surface, which

is a possible but formidable task in data acquisition,

numerical computation and data storage for hundreds of

thousands of miles of roadways. Efforts have, therefore,

been made to simplify the two-dimensional random field

such that it can be uniquely generated from the one-

dimensional random field models by imposing certain

hypothetic properties to pavement surface [49, 50, 55].

2.2.1 The hypothesis of isotropy

Consider a two-dimensional random field model of pave-

ment surface as shown in Fig. 7. There are two parallel

wheel paths separated by a constant distance Y along the

transverse direction. Longitudinal profiles along each

wheel path can be derived from the two-dimensional ran-

dom field n(x, y) as follows.

From (16) the autocorrelation functions between A and

B and between D and C are, respectively, given by

RABðX; 0Þ ¼ E½nðx1; y1Þnðx1 þ X; y1Þ� ð18aÞ

and

RDCðX; 0Þ ¼ E½nðx1; y2Þnðx1 þ X; y2Þ�: ð18bÞ

Since nðx; yÞ is homogenous,

RABðX; 0Þ ¼ RDCðX; 0Þ ¼ RnnðXÞ: ð19Þ

Crosscorrelation functions, RACðX; YÞ and RCAðX;YÞ,
are even functions of X and Y:

RACðX; YÞ ¼ RCAðX;�YÞ ¼ RACð�X;YÞ: ð20Þ

Now, assume that n(x, y) be an isotropic random field

[49, 56]. The property of isotropy requires that for any

profile making an angle h with x-axis, the following

condition holds:

Rðq cos h; q sin hÞ ¼ Rðq; 0Þ: ð21Þ

From (16), (19), and (21), it follows that

RACðX; YÞ ¼ RCAðX;�YÞ ¼ RACð�X;YÞ
¼ RACð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2 þ Y2

p
; 0Þ ¼ Rnnð

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2 þ Y2

p
Þ: ð22Þ

Since autocorrelation function and PSD form a Fourier

pair, cross-PSD is given by

SACðXÞ ¼ SCAðXÞ ¼ ð2pÞ�1

Z 1
�1

Rnnð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2 þ Y2

p
Þe�iXXdX:

ð23Þ

Equations (19) and (23) are general results for spectral

analysis under the hypothesis of isotropy. When using the

definition of a normalized cross-PSD developed by Dodds

and Robson [49], cross-PSD can also be written as

SACðXÞ ¼ SCAðXÞ ¼ gðXÞSnnðXÞ: ð24Þ

where gðXÞ is coherence function between direct-PSD and

cross-PSD of two parallel wheel paths, which is always not
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greater than 1 [57]. Heath [58] further presented a closed-

form gðXÞ

gðXÞ ¼ 1� Y

SnnðXÞ

Z 1
0

Snnð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2 þ f2

q
ÞJ1ðYfÞdf; ð25Þ

where J1ð�Þ is the first-order Bessel function and X� 0.

2.2.2 The hypothesis of uncorrelation

Parkhilovskii [55] proposed the hypothesis of uncorrela-

tion. It assumes that the two profiles of two parallel wheel

paths, n(x, y1) and n(x, y2) nðx; y2Þ, can be derived from two

uncorrelated random fields, that is

nðx; y1Þ ¼ fðxÞ þ YcðxÞ; ð26aÞ
nðx; y2Þ ¼ fðxÞ � YcðxÞ: ð26bÞ

It then follows that

SABðXÞ ¼ SDCðXÞ ¼ SffðXÞ þ Y2SccðXÞ; ð27aÞ

SACðXÞ ¼ SDBðXÞ ¼ SffðXÞ � Y2SccðXÞ: ð27bÞ

Thus, direct- and cross-PSD can be expressed in terms

of direct PSDs of fðxÞ and cðxÞ. Robson [59] has examined

the physical and mathematical basis of Parkhilovskii

model. He concluded that Parkhilovskii model can be

made compatible with isotropic model for a profile-pair

description of pavement (i.e., two parallel railway tracks),

and may be used where isotropy assumption is not valid.

2.2.3 The Hypothesis of Shift

Sun and Su [60] proposed the hypothesis of shift to construct

two-dimensional PSD using one-dimensional PSD.

According to homogeneity in (19), autocorrelations of n(x,

y1) and n(x, y) equal to each other. Sun and Su [60] assumed

nðx1 þ X; y1 þ YÞ ¼ nðx1 þ X þ s; y1 þ YÞ. In other words,

the elevation of one wheel path is equal to the elevation of a

parallel but shifted wheel path with a spatial lag s. With

RACðX; YÞ ¼ E½nðx1; y1Þnðx1 þ X; y1 þ YÞ�
¼ E½nðx1; y1Þnðx1 þ X þ s; y1 þ YÞ�
¼ RnnðX þ sÞ; ð28Þ

where spatial lag s is a parameter that can be estimated

from field test of autocorrelation functions of parallel

wheel path. Some properties about the spatial lag can be

s = 0 as Y = 0 where RACðX; 0Þ ¼ RnnðXÞ and s!1 as

Y !1 where RACðX;1Þ ¼ 0.

Under the hypothesis of shift, since PSD is the Fourier

transform of correlation function, we have

SACðXÞ ¼ SCAðXÞ ¼ ð2pÞ�1

Z 1
�1

RnnðX þ sÞe�iXXdX: ð29Þ

Note that

RnnðX þ sÞ ¼
Z 1
�1

SnnðKÞeiKðXþsÞdK: ð30Þ

Replacing RnnðX þ sÞ in (29) by (30) we obtain

SACðXÞ ¼ SCAðXÞ

¼ ð2pÞ�1

Z 1
�1

Z 1
�1

SnnðKÞeiKðXþsÞe�iXXdXdK:

ð31Þ

Reversing the order of integration and using the

convergence concept of a generalized function we have

the inner integral

eiKs

Z 1
�1

SnnðKÞeiðK�XÞXdX ¼ 2pdðK � XÞeiKs: ð32Þ

Here the following integral is used [61]
Z 1
�1

eiZXdX ¼ 2pdðZÞ: ð33Þ

Substituting (32) into (31) we get

SACðXÞ ¼ SCAðXÞ ¼ SnnðXÞeisX: ð34Þ

Here the property of Dirac delta function (Lighthill 1958)
Z 1
�1

f ðtÞdðt � t0Þdt ¼ f ðt0Þ: ð35Þ

is used in the derivation of (34).

In summary, several used assumptions related to pave-

ment surface are homogeneity, ergodicity and normal dis-

tribution. These have been supported by a number of

measurements of pavement surface. However, there are still

counterexamples demonstrating the existence of pavement

surfaces that do not satisfy the homogeneous and ergodic

properties [62]. In those situations, pavement surfaces are

perceived by a vehicle as nonstationary stochastic processes

[47, 63, 64]. It is worthwhile noting that nowadays with

technology advancement, one can measure and obtain entire

two-dimensional topology of pavement surface using remote

sensing, line scanning laser, and synthetic aperture radar. For

more accurate applications, it is no longer necessary to use

hypothetical random field model of pavement surface.

3 Contact force on vehicle–pavement interface

Wheel loads in specifications of highway and airport

pavement design are presently treated as a static load

pressure with uniform distribution [65]

PðrÞ ¼ P0=pr2
0 for rj j � r0; ð36Þ
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where r0 is the radium of circle distribution of wheel loads

and P0 represents the total loads applied. Such a simplifi-

cation of actual vehicle/aircraft load in design can be

adequate when the speed of travel is low and pavement

surface is smooth. However, when the speed of travel is

high and pavement surface is uneven due to deterioration,

influence of dynamic load generated by vehicle–pavement

interaction can become very significant. As a matter of fact,

pavement damage is directly resulting from a long-term

effect of dynamic traffic loading. Therefore, contact force

on vehicle–pavement interface needs to be considered in

pavement design to more closely reflect actual loading

condition.

All pavement surfaces exhibit irregularities that cause

vehicle vibration, which, in turn, results in moving sto-

chastic contact forces on pavement [66]. At low speed of

travel vehicle vibration is insignificant but at high speed of

travel vehicle may vibrate significantly due to poor pave-

ment surface conditions. It does not only reduce the ride

quality but also generates additional damage to vehicle and

pavement structures beyond static load.

The interaction between vehicles and pavements has been

investigated extensively by the automobile industry for

improving ride quality and reducing the mechanical fatigue of

vehicle [5, 25, 50, 67–69]. Hedric [9], Abbo et al. [10], and

Markow et al. [70] identified some critical factors that affect

dynamic loads on pavement. These factors include vehicle

and axle configuration, vehicle load, suspension characteris-

tics (stiffness, damping), speed of travel, pavement roughness,

faults, joint spacing and slab warping. From the perspective of

pavement design and maintenance, however, little has been

known about the effects of vehicle vibration on response,

damage and performance of pavement structures [20, 54].

Although some efforts have been devoted to the measurement

and prediction of dynamic wheel loads [4, 6, 11, 12, 71, 72],

few of them provides a complete theoretical foundation for

describing contact force induced by vehicle–pavement inter-

action. This can be a crucial element leading to a more precise

dynamic analysis of pavement structures [54, 73, 74].

Of three approaches for studying vibration-generated

contact forces, namely, analytic, experimental, and

numerical simulation methods, only the last two have been

used widely. Experimental method offers real results, it is

however very costly and limited by safety requirements.

Moreover, results from experimental method only suits in

some degree for specific test conditions (e.g., vehicle and

pavement types, speed of travel) [54]. In many circum-

stances, numerical simulation associated with a limited

field tests serves as the most prevailing approach.

Numerical simulation has the advantage of capable of

extrapolating experimental results over a range of test

conditions where the experiment would be too dangerous

or too expensive. To study the contact forces between

vehicle and pavement using numerical simulation, a vehi-

cle must be simplified to a vehicle model so as to simulate

the real operation conditions of the vehicle. Then, based on

the vehicle model associated with measured or simulated

pavement surface roughness, dynamic contact forces can

be generated using a validated vehicle simulation program.

3.1 Pavement surface as a source of excitation

to vehicle

As far as the vehicle vibration is concerned, pavement

surface serves as a source of excitation when the vehicle

travels along the road. As such, spatial fluctuation of

pavement surface gets converted to temporal random

excitation of vehicle suspension system. In this article, we

assume that the speed of travel is constant. Different sto-

chastic process of excitation can be resulting from different

hypotheses on two-dimensional random field of pavement

surface, which are present in this section.

3.1.1 General two-dimensional random field

Let x ¼ ðx; yÞ be the fixed coordinates in which the spatial

random field is defined. Let x0 ¼ ðx0; y0Þ be the moving coor-

dinates connected with the moving vehicle and travel at the

constant speed v (vector quantity) with respect to the fixed

coordinates x. Denote Rnðx1; x2Þ the correlation function

that describes the spatial random field nðxÞ. Denote

Rgðx01; x02; t1; t2Þ the correlation function that describes the

temporal random excitation gðx0; tÞ. Since

gðx0; tÞ ¼ nðx0 þ vtÞ; ð37Þ

we have

Rgðx01; x02; t1; t2Þ ¼ Rnðx01 þ vt1; x
0
2 þ vt2Þ: ð38Þ

From the assumption mentioned above, nðxÞ is a

homogeneous random field. Accordingly, its correlation

function Rnðx1; x2Þ becomes RnðXÞ whereX ¼ x2 � x1.

Since vehicle velocity is a constant vector, the homogenous

random field gðx0; tÞ in spatial domain is converted to a

stationary stochastic process in time domain. In other

words, (38) can be replaced by

RgðX0; sÞ ¼ RnðX0 þ vsÞ; ð39Þ

where X0 ¼ x02 � x01 and s ¼ t2 � t1. Now we define SnðXÞ
as the spatial PSD of two-dimensional random field, i.e.,

SnðXÞ ¼ ð2pÞ�2

Z

R2

RnðXÞe�iXXdX: ð40Þ

The PSD of random excitation gðx0 ; tÞ can be expressed

as
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SgðX;xÞ ¼ SnðXÞdðx� XvÞ: ð41Þ

Equation (41) can be proved as follows. Since

RgðX0; sÞ ¼
Z 1
�1

Z

R2

SgðX;xÞeiðXX0þxsÞdXdx: ð42Þ

Applying Eqs. (41) to (42) gives

RgðX0; sÞ ¼
Z

R2

½SgðXÞeiXx0
Z 1
�1

dðx� XvÞeixsdx�dX

¼ RnðX0 þ vsÞ: ð43Þ

This is the same as Eq. (39). It is necessary to represent

the PSD of random excitation gðx0; tÞ in terms of angular

frequency x and spatial lag X0, i.e.,

SgðX0;xÞ ¼
1

2p

Z 1
�1

RnðX0 þ vsÞe�ixsds: ð44Þ

If the direction of vehicle velocity vector is the same as

that of the x-axis, then the following transformation

applies:

X0 þ vs ¼ X; Y 0 ¼ Y and v ¼ vj j: ð45Þ

Substituting (45) into (44), (9) is converted to

SgðX0;xÞ ¼
1

2pv

Z 1
�1

RnðXÞe�ixX=vdXeixX0=v; ð46Þ

where X ¼ ðX; YÞ and X0 ¼ ðX0; Y 0Þ. Corresponding to

(40), spatial correlation function RnðXÞ is the inverse

Fourier transform of the spatial PSD SnðXÞ, i.e.,

RnðXÞ ¼
Z

R2

SnðXÞeiXXdX; ð47Þ

where X ¼ ðX;KÞ. Combining Eqs. (47) and (46), we

obtain

SgðX0;xÞ ¼
1

v

Z 1
�1

Sn
x
v
;K

� �
eiKY dK

� �
eixX0=v: ð48Þ

In the derivation of (13), the following equation is used.
Z 1
�1

e�iXðx
v
�XÞdX ¼ 2pd

x
v
� X

� �
: ð49Þ

Equation (48) is a general result applicable to any form

of two-dimensional random field. Under the restriction of

the specified vehicle systems, we can represent (48)

furthermore.

Figure 8 shows a plan view of a vehicle with N tires. We

now consider the cross-PSD of between i th and j th tires. It

is clear that if i th and j th tires are located in the same side

of the vehicle, either in the left side or in the right side, then

we should have X0 = Xij and Y = 0. If i th tire is located in

right side and j th tire is located in left side, or vise verse,

then we should have X0 = Xij and Y = 0.

Given Fig. 7 condition, (48) can be written in terms of

spatial PSD roughness:

where Xij ¼ xj � xi ði; j ¼ 1; 2; . . .;NÞ. As for direct-PSD

excitation, we have Xij ¼ 0ði ¼ jÞ and Y0 = 0. From Eq.

(50) we get

Sgigi
ðXii;xÞ ¼

1

v

Z 1
�1

Sn
x
v
;K

� �
dK

� �
; i ¼ 1; 2; . . .;N:

ð51Þ

Since the correlation function RnðXÞ and PSD function

SnðXÞ of the two-dimensional random field are both known

from (40) and (47), there is no obstacle to compute the

excitation PSD of (40) and (41).

3.1.2 Two-dimensional random field under hypothesis

of isotropy

When pavement surface is treated as a two-dimensional

random field under hypothesis of isotropy [56, 58], its two-

dimensional PSD can be represented in terms of one-

dimensional PSD. In other words, in light of (26) and the

definition of two-dimensional PSD (40), the two-dimen-

sional PSD can be constructed from the following Fourier

transform:

SnðXÞ ¼ ð2pÞ�2

Z
R2

Rnnð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2 þ Y2Þ

p
e�iðXXþKYÞdXdY:

ð52Þ

Notice that
Z 1
�1

SnðXÞeiKY0 dK

¼ ð2pÞ�2

Z 1
�1

Z

R2

Rnnð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2 þ Y2Þ

p
e�iðXXþKYÞeiKY0 dXdYdK

¼ ð2pÞ�1

Z 1
�1

Rnnð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2 þ Y2

0 Þ
q

e�iXXdX ð53Þ

Sgigj
ðXij;xÞ ¼

1
v
½
R1
�1 Snðxv ;KÞdK� eixXij=v if i and j are located in the same side

1
v
½
R1
�1 Snðxv ;KÞeiKY0 dK� eixXij=v if i and j are located in the different side

�
ð50Þ
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Here, the general integration [61]
Z 1
�1

e�iKðY�Y0ÞdK ¼ 2pdðY � Y0Þ ð54Þ

and the property of Dirac delta function [75]
Z 1
�1

f ðxÞdðx� x0Þdx ¼ f ðx0Þ ð55Þ

are used in the derivation of Eq. (53).

Comparing (53) with (27), it is clear that the left side of

(53) is just the PSD given by SACðXÞ. Since it has been

proved that SACðXÞ ¼ gðXÞSnnðXÞ where gðXÞ is an

ordinary coherence function and SnnðXÞ is one-dimensional

PSD roughness. Hence, (40) and (41) can be further

expressed as

Sgigj
ðXij;xÞ

¼
1
v

SnnðxvÞ eixXij=v if i and j are located in the same side

1
v

gðx
v
ÞSnnðxvÞeixXij=v if i and j are located in the different side

(

ð56Þ

and

Sgigi
Xii;xð Þ ¼ 1

v
Snn

x
v

� �
; i ¼ 1; 2; . . .;N: ð57Þ

3.1.3 Two-dimensional random field under hypothesis

of uncorrelation

When pavement surface is treated as a two-dimensional

random field under hypothesis of uncorrelation [55], the

integration of the left side of (53) becomes either

SABðXÞ if i and j are located on the same side of the

vehicle, or SACðXÞ if i and j are located on the different

side of the vehicle, which are further given by (30a)

and (30b), respectively. Without any difficulty, it is

straightforward to see that (40) and (41) can be further

written as

and

Sgigi
ðXii;xÞ

¼
1
v
½SffðxvÞþY2

0 SccðxvÞ� if i is located in the right side
1
v
½SffðxvÞ�Y2

0 SccðxvÞ� if i is located in the left side

(
i¼ 1;2; . . .;N:

ð59Þ

3.1.4 Two-dimensional random field under hypothesis

of shift

When pavement surface is constructed from a two-

dimensional random field under hypothesis of shift, (40)

and (41) can be written as

Sgigj
ðXij;xÞ

¼
1
v

SnnðxvÞ eixXij=v if i and j are located in the same side

1
v

SnnðxvÞeixðXijþsÞ=v if i and j are located in the different side

(

ð60aÞ
and

Sgigi
ðXii;xÞ

¼
1
v
SnnðxvÞ if i is located in the right side

1
v
SnnðxvÞeixs=v if i is located in the left side

(
i ¼ 1; 2; . . .;N:

ð60bÞ

3.2 Vehicle models

Here, we consider vehicle models for simulating dynamic

contact forces. Three kinds of vehicle models are com-

monly used nowadays, i.e., quarter-vehicle, half-vehicle,

N                                                          j                         N/2+1 left-hand side   

Direction of travel

0Y

1                           i                                                           N/2 right-hand side

ijX

Fig. 8 A plane view of an N-tire vehicle model

Sgigj
ðXij;xÞ ¼

1
v
½SffðxvÞ þ Y2

0 SccðxvÞ� eixXij=v if i and j are located in the same side
1
v
½SffðxvÞ � Y2

0 SccðxvÞ�eixXij=v if i and j are located in the different side

�
ð58Þ
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and full-vehicle models. Making a reasonable choice

between a complex vehicle model and a simple vehicle

model relies on the nature of the problem. The advantage

of the complex vehicle model is that it can accurately

predict the acceleration response at different locations of

the vehicle. The complex vehicle model is thus suitable for

studying influences of vehicle vibrations on human body

and the fatigue life of vehicles caused by vehicle vibra-

tions. However, the complex vehicle model is highly

sophisticated and requires detailed input and long execu-

tion times even for simple problems. Because vehicle sizes

and loads vary greatly, it is more difficult to select repre-

sentative parameter values for the complex vehicle model

than for the simple vehicle model, which increases the

difficulty to compare computer simulation results con-

ducted by different research groups. This should be always

kept in mind.

In Sect. 3.1, pavement surface is converted into a sta-

tionary stochastic process as input to excite vehicle vibra-

tion when the vehicle travels at a constant speed. To

proceed further, we also assume that vehicle’s suspension

system is linear, under which the equations of motion of

vehicle suspension systems for small oscillations can be

derived using the Lagrange equations.

Let Y be a set of M independent generalized coordinates

(e.g., the absolute displacement of components of vehicle

systems) that completely specify the configuration of the

system measured from the equilibrium position. Then, the

kinetic energy T, potential energy U, and dissipative energy

D, can be expressed as

T ¼ 1

2
_Y

T
Mabs _Y; ð61aÞ

U ¼ 1

2
_Y

T
Kabs _Y; ð61bÞ

D ¼ 1

2
_Y

T
Cabs _Y; ð61cÞ

where Mabs, Kabs and Cabs are mass, stiffness, and viscous

damping matrices with respect to absolute displacement

vector Y ¼ fY1; Y2; . . .; YMgT
, respectively. The Lagarange

equations of motion are

d

dt

oT

o _Yj

 !
þ oD

o _Yj

þ oU

oYj

¼ 0v ¼ vj j j ¼ 1; 2; . . .;M:

ð62Þ

Under the assumption that all components of the vehicle

system be linear, (61) and (62) yield a set of simultaneous

second-order differential equations with constant coefficients:

Mabs Y
��n o
þ Cabs Y

��n o
þ Kabs Y

��n o

¼ Cabs
f _gf g þ Kabs

f gf g ¼ Fabs tð Þ
	 


; ð63Þ

where g and _g are, respectively, the pavement surface

elevation vector and its derivative process. Clearly, here we

assume that the contact between tires and pavement surface

is in the form of point distribution.

Without loss of generality, let components of the vehicle

system directly contacting with ground in the moving

coordinates x0 be numbered from 1 to N (see Fig. 7), where

N represents the total number of tires. Let

Zi ¼ Yi � gi for i ¼ 1; 2; . . .;N
Zi ¼ Yi for i ¼ N þ 1;N þ 2; . . .;M

�
ð64Þ

Equation (63) can be rewrote as

M Zf g þ C Zf g þK Zf g ¼ Cf _gf g þKf gf g ¼ F tð Þf g;
ð65Þ

where M, K and C are mass, stiffness, and viscous

damping matrices with respect to relative displacement

Z ¼ fZ1; Z2; . . .; ZMgT
, respectively. Since the total number

of degree of freedom is assumed to be M, and g is N-

dimensional temporal excitation vector representing

pavement surface-induced displacements in coordinates

x0, M, K; and C are M by M matrices, Cf ; and Kf are M by

N matrices, and force vector FðtÞis an M by 1 matrix.

Equations (63) and (64) represent a linear mathematical

model of vehicle systems. Taking Fourier transform to both

sides of Eq. (65), we have

½�x2Mþ ixCþK�M�Mf ~ZgM�1

¼ ½ixCf þKf �M�Nf~ggN�1; ð66Þ

in which ~Z and ~g are, respectively, the Fourier transform of

Z and g, i.e.,

~Z xð Þ ¼ 1

2p

Z 1
�1

Z tð Þe�ixtdt; ð67aÞ

~g xð Þ ¼ 1

2p

Z 1
�1

g tð Þe�ixtdt: ð67bÞ

Multiplying the inverse matrix of ½�x2Mþ ixCþK�,
it is straightforward to see

f ~Zg ¼ ½�x2Mþ ixCþK��1½ixCf þKf �f~gg: ð68Þ

The primary aim of establishing vehicle models is to

find the scalar response of ZðtÞ as well as ~ZðxÞ. This can

be accomplished by using stochastic process theory of

linear systems. The dynamic characteristics of the vehicle

at angular frequency x are defined by M 9 N frequency

response function (FRF) matrix, H(x), of the vehicle

system, where H(x) = [H(x)ij], i ¼ 1; 2; . . .;M for the M

outputs and j = 1,2,….,N for the N inputs of pavement

excitation to tires. These functions are defined as follows.

If a vertical displacement gjðtÞ ¼ eixt is applied to the

vehicle at jth tire, with all the other inputs being zero, then
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the response of the vehicle is given by ZðtÞij ¼ HðxÞijeixt.

Based on Eq. (68), it is straightforward to see that FRF

matrix can be given by

HðxÞ ¼ ½�x2Mþ ixCþK��1
M�M½ixCf þKf �M�N : ð69Þ

Let

A ¼ ARþ iAI ¼ ½�x2Mþ ixCþK��1 ð70aÞ

and

Q ¼ QRþ iQI ¼ ½ixCf þKf �; ð70bÞ

where AR and AI; respectively, represent real and

imaginary parts of matrix A, QR and QI; respectively,

represent real and imaginary parts of matrix Q. It is

convenient to express FRF matrix in terms of real part HR

and imaginary part HI

H xð Þ ¼ HRþ iHI; ð71Þ

where

HR ¼ AR �QR� AI �QI;

HI ¼ AI �QRþ AR �QI:

From the stochastic process theory, PSD response of a

linear system and PSD excitation satisfy the following

relationship [76]:

SZðXij;xÞ ¼ H�ðxÞSgðXij;xÞHTðxÞ
M �M M � N N � N N �M:

ð72aÞ

or equivalently,

SZiZj
ðXij;xÞ ¼

XN

l¼1

XN

k¼1

H�ikðxÞHjlðxÞSgkgl
ðXkl;xÞ; ð72bÞ

where SZðXij;xÞ ¼ ½SZiZj
ðXij;xÞ�M�M ,SgðXij;xÞ ¼ ½Sgigj

ðXij; xÞ�N�N , H�ðxÞ and HTðxÞ are, respectively, the

conjugate matrix and the transposed matrix of FRF matrix

HðxÞ. It may be noticed that H�ðxÞ and HTðxÞ can be,

respectively, expressed in the form of real and imaginary

parts by means of Eqs. (72a) and (72b)

H� xð Þ ¼ HR� iHI; ð73aÞ

HT xð Þ ¼ HRT þ iHIT : ð73bÞ

Similarly, we may write SZðXij;xÞ as

SZðXij;xÞ ¼ SRZðXij;xÞ þ iSIZðXij;xÞ ð74Þ

in which SRZðXij;xÞ and SIZðXij;xÞ are, respectively, the

real and imaginary parts of response spectral density

SZðxÞ. If the pavement excitation spectral density SgðxÞ is

a real spectrum matrix, then by expanding (72b) using

(73a) and (73b), we have

SRZðXij;xÞ ¼HR �SgðXij;xÞ �HRT þHI �SgðXij;xÞ �HIT :

ð75aÞ

and

SIZðXij;xÞ ¼HR �SgðXij;xÞ �HIT �HI �SgðXij;xÞ �HRT :

ð75bÞ

If the pavement excitation spectral density SgðxÞ is a

complex spectrum matrix, say

SgðXij;xÞ ¼ SRgðXij;xÞ þ iSIgðXij;xÞ ð76Þ

then by expanding Eqs. (72b) using (73a), (73b), and (76),

we have

SRZðXij;xÞ ¼ ½HR �SRgðXij;xÞþHI �SIgðXij;xÞ� �HRT ;

� ½HR �SIgðXij;xÞ�HI �SRgðXij;xÞ� �HIT ;

ð77aÞ

and

SIZðXij;xÞ ¼ ½HR � SIgðXij;xÞ�HI � SRgðXij;xÞ� �HRT

þ ½HR � SIgðXij;xÞ�HI � SRgðXij;xÞ� �HIT :

ð77bÞ

3.3 Dynamic load

3.3.1 Time-domain analysis

Figure 9 shows a sketch of the ith tire contacted with rough

pavement surface. From Newton’s second law of motion it

is direct to know that the contact force between ith tire and

pavement, PiðtÞ, can be given by

PiðtÞ ¼ kiZiðtÞ þ ci
_ZiðtÞ; i ¼ 1; 2; ::;N; ð78Þ

where ki and ci, respectively, the ith tire spring stiffness and

viscous damping, both being constant. According to

stochastic process theory, if the input of a linear time-

invariable system is a stationary random process, then the

output of the system is also a stationary random process

[76]. As was noted, since temporal random excitation of

pavement surface Gaussian ergodic random process with

zero mean, the response Zi(t) and its derivative process
_ZtðtÞ are both zero mean Gaussian stationary stochastic

processes. Taking expectation to both sides of (78), we get

the mean function of dynamic contact forces, mP

mPi
ðtÞ ¼ E½PiðtÞ� ¼ kiE½ZiðtÞ� þ ciE½ _ZiðtÞ� ¼ 0: ð79Þ

It should be pointed out that the mean function mP(t)

here, not containing the static load of vehicle, only

represents the statistical average of dynamic effect. If the

static load is considered, then the complete mean function

of dynamic contact forces, �Pi, is given by
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�Pi ¼ mPi
ðtÞ þ P0i ¼ mig; ð80Þ

where g is the acceleration due to gravity, P0i and mi are,

respectively, the effective weight and effective mass dis-

tributed by the vehicle on ith tire. Without special state-

ments, the derivation of formulation in the context is based

on (79).

It is of interest to know the correlation function of

dynamic contact forces between vehicle and pavement

because this information is critical for analyzing the

dynamic response of pavement structure under vehicle

loads. According to the definition of correlation function

and using Eq. (78), we have

RPiPj
ðXij; sÞ ¼ E½PiðtÞPjðt þ sÞ�

¼ kikjRZiZj
ðXij; sÞ þ cicjR _Zi

_Zj
ðXij; sÞ

þ kicjRZi
_Zj
ðXij; sÞ þ cikjR _ZiZj

ðXij; sÞ: ð81Þ

It is known from stochastic differential principles that

there exists exchangeability between expectation and

square differential [31]. In other words, if a random

process Z(t) is differentiable for any order, it is proved that

onþm

otnosm
RZZðt; sÞ ¼ RZðnÞZðmÞ ðt; sÞ; ð82Þ

where ZðnÞ ¼ dnZðtÞ=dtn. In addition, if ZðtÞ is a stationary

process, then (73a) becomes

ð�1Þn onþm

osnþm
RZZðsÞ ¼ RZðnÞZðmÞ ðsÞ: ð83Þ

Applying Eq. (83) into Eq. (81) gives

RPiPj
ðXij; sÞ ¼ kikjRZiZj

ðXij; sÞ � cicj

o2

os2
RZiZj
ðXij; sÞ

þ kicj

o

os
RZiZj
ðXij; sÞ � cikj

o

os
RZiZj
ðXij; sÞ:

ð84Þ

It is clearly seen that autocorrelation function is

obtained as i ¼ j

RPiPi
ðXij; sÞ ¼ k2

i RZiZi
ðXij; sÞ � c2

i

o2

os2
RZiZi
ðXij; sÞ; ð85Þ

and crosscorrelation function is obtained as i 6¼ j.

3.3.2 Frequency-domain analysis

Having obtained correlation function, it is not difficult to

represent the power spectral density (PSD), which is

defined as the Fourier transform of correlation function.

From Eq. (81) we have

SPiPj
ðXij;xÞ ¼ kikjSZiZj

ðXij;xÞ þ cicjS _Zi
_Zj
ðXij;xÞ

þ kicjSZi
_Zj
ðXij;xÞ þ cikjS _ZiZj

ðXij;xÞ; ð86Þ

where

SPiPj
ðXij;xÞ ¼

1

2p

Z 1
�1

RPiPj
ðXij; sÞe�ixtds; ð86aÞ

SZiZj
ðXij;xÞ ¼

1

2p

Z 1
�1

RZiZj
ðXij; sÞe�ixtds; ð86bÞ

S _Zi
_Zj
ðXij;xÞ ¼

1

2p

Z 1
�1

R _Zi
_Zj
ðXij; sÞe�ixtds; ð86cÞ

SZi
_Zj
ðXij;xÞ ¼

1

2p

Z 1
�1

RZi
_Zj
ðXij; sÞe�ixtds; ð86dÞ

S _ZiZj
ðXij;xÞ ¼

1

2p

Z 1
�1

R _ZiZj
ðXij; sÞe�ixtds: ð86eÞ

Correlation function RPiPj
ðsÞ is the Fourier inverse

transform of PSD function SZiZj
ðxÞ:

RZiZj
ðXij;xÞ ¼

Z 1
�1

SZiZj
ðXij; sÞeixtdx: ð87Þ

Taking derivative to both sides of Eq. (87) gives [31,

182]

dn

dsn
RZiZj
ðXij;xÞ ¼ in

Z 1
�1

xnSZiZj
ðXij; sÞeixtdx: ð88Þ

By combining Eqs. (83) and (88), we find that

S _Zi
_Zj
ðXij;xÞ ¼ x2SZiZj

ðXij;xÞ; ð88aÞ

SZi
_Zj
ðXij;xÞ ¼ ixSZiZj

ðXij;xÞ; ð88bÞ

S _ZiZj
ðXij;xÞ ¼ �ixSZiZj

ðXij;xÞ: ð88cÞ

Substituting (88) into (84), we eventually get the PSD

forces in terms of PSD of relative displacement response:

SPiPj
ðXij;xÞ ¼ ½kikj þ cicjx

2 þ ixðkicj � cikjÞ�SZiZj
ðXij;xÞ:
ð89Þ

Equation (89) applies to both direct-spectrum and cross-

spectrum. In addition, as far as direct-spectrum is

concerned, we can rewrite PSD forces in more concise

form:

SPiPi
ðxÞ ¼ ðk2

i þ c2
i x

2ÞSZiZi
ðxÞ: ð90Þ

Standard deviation of contact forces can be expressed in

terms of PSD forces. Applying Eq. (90) to the definition of

standard deviation directly shows that

r2
Pi
¼
Z 1
�1

SPiPi
ðxÞdx ¼

Z 1
�1
ðk2

i þ c2
i x

2ÞSZiZi
ðxÞdx:

ð91Þ

Furthermore, if the standard deviations of displace

response and velocity response, rZi
and r _Zi

, are deployed,

Eq. (91) can be rewritten as

r2
Pi
¼ k2

i r
2
Zi
þ c2

i r
2
_Zi
; ð92Þ
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in which

r2
Zi
¼
Z 1
�1

SZiZi
ðxÞdx and r2

_Zi
¼
Z 1
�1

x2SZiZi
ðxÞdx:

ð93Þ

3.3.3 A Case Study of Walking-Beam Suspension System

As a case study, a walking-beam suspension system is

shown in Fig. 10. Governing equations of this vehicle’s

suspension system are also given by (65) in matrix form,

where parameters and their values related to this walking-

beam system are listed in Table 2 with m1 = 1,100 kg,

m2 = 3,900 kg, I = 465 kgm2, s = 1.30 m, a1 = a2 =

0.5, k1 =k2 = 1.75 (MN/s), k3 = 1.0 (MN/s), c3 = 15.0

(kNs/m), and c1 = c2 = 2.0 (kNs/m).

M ¼
0 0 m2

m1a2 m1a1 0

�I=b I=b 0

2
64

3
75;

C ¼
�c3a2 �c3a1 c3

c1 þ c3a2 c2 þ c3a1 �c3

c1a2b �c2a1b 0

2
64

3
75;

K ¼
�k3a2 �k3a1 k3

k1 þ k3a2 k2 þ k3a1 �k3

k1a2b �k2a1b 0

2
4

3
5;

fFðtÞg ¼
0 c3a2 k3a2 0 c3a1 k3a1

�m1a2 �c3a2 �k3a2 �m1a1 �c3a1 �k3aa

I=b 0 0 �I=b 0 0

2
64

3
75

�

_g1

_g1

g1

€g2

_g2

g2

8>>>>>>>><
>>>>>>>>:

9>>>>>>>>=
>>>>>>>>;

:

A two-dimensional isotropic random field is used for

numerical simulation. The one-dimensional PSD roughness

proposed by the International Organization for Standardi-

zation (ISO) in the power form [49, 52]

SnnðXÞ ¼ S0X
�c; ð94Þ

with parameters S0 = 3.37 9 10-6 m3/cycle and c = 2.0

is adopted for numerical computation. Figure 11 shows the

PSD contact force of the right tire at the speed of 20 m/s.

In aforementioned study, the contact area between the

tire and the pavement surface is assumed as a point contact.

There is no difficulty to extend this point contact to a

distributed contact by considering the footprint as a

weighted integration of contacting points [77–79]. It should

be noted that the effect of nonlinearity in vehicle suspen-

sion and variable speed of travel (e.g., acceleration,

deceleration, etc.), and inhomogeneity in pavement surface

on contact force between vehicle and pavement have not

been addressed here, which have been considered in vari-

ous studies [80].

4 Pavement response under moving stochastic loads

4.1 Background

A large class of time-dependent sources such as vehicle,

submarines, aircraft, and explosion-induced waves belongs

to moving sources. The study of response of media

(pavement, runway, rail-track, bridge, air, and sea) to

moving sources is named moving source problem (MSP),

which is of particular interest to structural design, noise

assessment, target detection, etc. [81]. A number of studies

have been addressed to MSP in various fields of physics.

For instance, the response of an ice plate of finite thickness

caused by moving loads was discussed by Strathdee et al.

[82]. Wells and Han [83] analyzed the noise generated by a

moving source in a moving medium. As for the aspect of

Direction of travel

Pavement Roughness ξ ik ic )(tZi Relative Displacement             

)(tPi

Fig. 9 A sketch of the ith tire on rough pavement surface
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elastodynamics, even more investigations are being done

[84–94]. One may refer to Sun [95] for detailed review of

MSP.

Methods for solving MSP primarily include integral

transformation, characteristic curve, and modal analysis

[96–100]. A common characteristic of previous studies is

to utilize Galilean transform. The advantage of using

Galilean transform is that the governing field equations,

usually partial differential equations, can be reconstructed

in a moving coordination so that the effect of source

velocity may be reflected in parametric ordinary differen-

tial equations. However, since Galilean transform requires

that the source is steadily moving, the methods based on

Galilean transform only apply to the steady-state solution.

As for transient solution, a feasible way is to directly apply

high-order integral transformation to the field equations.

Since velocity parameter is included in boundary or initial

condition, there is intractable obstacle when integrating the

field equations. This can be the reason why most of the

MSPs are solved only for steady-state solution.

As far as pavement response is concerned, some pio-

neers have dedicated their research to the subject of effects

of moving loads on pavement structure. To perform the

dynamic analysis of pavement structures, one of the

indispensable considerations is the dynamic traffic loading,

which is the excitation source of pavement structures.

Since pavement loads are caused by vehicle vibration, it is

necessary to include the vehicle in the investigations of

pavement loads. Employing MIT heavy truck simulation

program Hedric and his associates, Abbo and Markow

[9–11], examined the influence of joint spacing, step

faulting, vehicle suspension characteristics, and vehicle

velocity on pavement damage as defined by fatigue

cracking in concrete slab. The response of pavement

under their consideration is achieved using PMARP, a

static finite element program for pavement analysis

developed by the Purdue. The conclusions obtain provide

a valuable approximation of pavement response.While

PMARP is a static finite element program, the properties

of inertia and damping of the pavement structure were

not included in consideration.

An advanced pavement model called MOVE program

was developed by Chen [101] and Monismith et al. [73] at

UC-Berkeley. This model can take the motion of load into

account by means of finite element methods and is an

important dedication to pavement structural analysis. The

vehicle load is assumed to be an infinite line load to sim-

plify the analysis from a three-dimensional problem to a

two-dimensional problem. In addition, the model is based

on the deterministic elastodynamics; therefore, neither

pavement surface roughness nor vehicle suspension can be

considered in the presented framework.

Since dynamic effects have been increasingly impor-

tant in the prediction of pavement response, damage, and

performance [14, 16, 18], it has become necessary to

develop better mathematical models to account the

effects of motion and fluctuation of contact forces caused

by various types of vehicle suspensions [73]. The author

has carried out a number of studies on deterministic and

stochastic MSPs over the last two decades by providing

a general approach that can include surface roughness

and vehicle suspensions in the response of continuum

media [54, 74].

The complexity in MSP is the variable load position,

which not only makes the representation of the field

m2                                 3y

k3                           c3

2y 1y
m1         I

k2 c2                    c1                     k1

2ξ 1ξ

sa1 sa2

s

Fig. 10 A walking-beam suspension system

Table 2 Parameters used in the case study of walking-beam sus-

pension system

Parameter Description

m1 Unsprung mass

m2 Sprung mass

I Moment inertia of unsprung mass

k1 Spring stiffness of right side tire

k2 Spring stiffness of left side tire

k3 Spring stiffness of suspension

c1 Damping of right side tire

c2 Damping of left side tire

c3 Damping of suspension

s Effective width of the vehicle

y Absolute vertical displacement of center of unsprung

mass

y1 Absolute vertical displacement of right side of unsprung

mass

y2 Absolute vertical displacement of left side of unsprung

mass

y3 Absolute vertical displacement of sprung mass

n1 Absolute height of pavement profile along right wheel

path

n2nn Absolute height of pavement profile along left wheel

path
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equation in time-invariant fixed coordinates difficult but

also increases the difficulty of integration due to the

appearance of speed parameter. In most of the previous

MSP studies, some simple cases with deterministic condi-

tions, for example, a constant load with uniform speed, are

considered. However, the research on dynamic response of

continuum media to moving stochastic vehicle loads has

not yet been studied in the literature.

4.2 Problem statement of MSP

4.2.1 Pavement as a continuum medium

Pavement structures are traditionally classified into two

categories: rigid pavement and flexible pavement. The

former often refers to Portland cement concrete (PCC)

pavement, the latter often refers to asphalt concrete (AC)

pavement. This classification is not very strict because PCC

pavements are not ‘‘rigid,’’ or are AC pavements ‘‘flexible’’

in many situations. From the standpoint of structural nature

PCC pavements behave more like a slab, while AC pave-

ment acts more like a multi-layered system. Therefore, it is

more reasonable to classify pavement on the base of

mechanic properties. There have been developed many

models to simulate the behavior of pavement structures.

For instance, Hardy and Cebon [16, 18] simplified AC

pavement into an Euler–Bernoulli beam. From the theo-

retical perspective, most of the proposed pavement models

belong to continuum media [102, 183–187].
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Fig. 13 Physical models of two general types of pavement structures
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Fig. 12 Schematic sketch of a stationary coordinate and a moving coordinate
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Consider a linear medium with the region R or the

boundary B being at rest initially. A load is applied when

the medium is at rest and moves according to a given law

of motion (Fig. 12). The MSP is to solve the response of

the medium to the moving load. The governing equation of

such a system thus belongs to linear partial differential

equation. According to the theory of linear equation, the

solution of the equation can be constructed by the inte-

gration of the fundamental solution of the equation or the

so-called Green’s function. It is usually described as the

superposition principle or, equivalently, the reciprocal

principle [103].

Besides the above-mentioned description of the contin-

uum media, the following assumptions are made here. One

assumption is that, comparing to the mass of vehicle, the

mass of pavement structures (including surface layer, base,

subgrade, and soil foundation) is large enough such that

pavement vibration is much smaller than vehicle vibration.

Another assumption is that wave velocity excited by a

dynamic load in pavement structure is much faster than

vehicle’s speed of travel. With these two assumptions, the

couple effect of vehicle–pavement interaction can be

negligible.

4.2.2 Moving stochastic vehicle loads

Contact forces applied on pavements by vehicles are

moving stochastic loads. The statistical characteristics of

the dynamic contact forces have been discussed in detail

previously. Dynamic contact forces follow with two

aspects of meanings. One is that the location of the force is

changing continuously with traveling of vehicle, and

another is that the amplitude of the force is varying due to

vehicle vibrations.

Without any loss of generality, a vehicle is assumed to

be a linear system traveling along the x-axis at a constant

speed. The contact forces between the vehicle and pave-

ment can be given by a concentrated moving load:

Fðx; tÞ ¼ PstoðtÞdðx� vtÞdðyÞ ð95Þ

where t and v are time variable and vehicle velocity,

respectively, d() is the Dirac-delta function, which is

defined by

dðx� x0Þ ¼
0; for x 6¼ x0

1; for x ¼ x0

�
and

Z 1
�1

f ðxÞdðx� x0Þdx

¼ f ðx0Þ: ð96Þ

In addition, PstoðtÞ, a function of time, represents

amplitudes of stochastic contact forces and can be

expressed as two terms below:

PstoðtÞ ¼ P0 þ PðtÞ: ð97Þ

Here P0, representing the static load applied at a tire

when the vehicle is at rest, is a constant quantity, and P(t)

represents the dynamic portion of the stationary stochastic

contact forces with a zero mean. Its correlation function,

power spectral density and standard deviation are,

respectively, denoted as RPPðsÞ, SPPðxÞ, and rP.

4.3 Representation theory of MSP

It is convenient to assume a three-dimensional configura-

tion with observation variable x = (x,y,z), source variable

n ¼ ðn; g; fÞ, and time t� 0. Suppose a linear differential

operator O describes the dynamic property of a physical

system and appropriate interface and boundary conditions

relate the field quantities of specified problems. Obviously,

for a concrete elastodynamic problem, the linear differen-

tial operator O is given by the well-known Navier–Stoke’s

field equations. The Green’s function is then defined as the

fundamental solution of the system. In other words, for the

problem discussed here, the Green’s function corresponds

to the solution of the governing equations as the point

source takes the form of a Dirac delta function in both

spatial and temporal domains.

4.3.1 General Formulation

Without loss of generality, vanishing initial conditions are

assumed here. According to the causality of a physical

system, the Green’s function Gðx; tÞ ¼ 0 for t\0. We may

then write

O½Gðx� n; t � sÞ� ¼ dðx� nÞdðt � sÞ: ð98Þ

Here, the initiation of the source is delayed by s. The

causality of a physical system requires that for Green’s

function t� s: Since the initial condition of the linear

medium is zero, the dynamic response could be expressed

as

uðx; tÞ ¼
Z t

�1

Z
S

Fðn; sÞGðx; t � s; nÞdnds; ð99Þ

where x ¼ ðx; y; zÞ, n ¼ ðn; g; fÞ, v ¼ ðvx; vy; vzÞ,
dn ¼ dndgdf, and S is the region R or the boundary B. It is

know that the Green’s function Gðx; t; nÞ corresponds to

the solution of the equation when a unit point impulse is

applied at position n. Assume that the medium is infinite in

those dimensions of interest. It is known that the governing

equations are linear. According to the reciprocal principle,

the response of media at field point x in the fixed coordi-

nates when the source lies at n in the fixed coordinates is

equal to the response of media at field point x� n in the

fixed coordinates when the source lies at 0 in the same

coordinate.
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Define the impulse response function (IRF) hðx; tÞ as the

solution of

O½hðx; t � sÞ� ¼ dðxÞdðt � sÞ: ð100Þ

According to the above mentioned analysis, we have

hðx� n; tÞ ¼ Gðx; t; nÞ ¼ Gðx� n; t; 0Þ: ð101Þ

Substituting (101) into (99), we get

uðx; tÞ ¼
Z t

�1

Z

S

Fðn; sÞhðx� n; t � sÞdnds: ð102Þ

Furthermore, if the concrete form Fðn; sÞ in (103) is

considered, we may rewrite (102) as

Uðx; tÞ ¼
Z t

�1
PstoðsÞhðx� vs; t � sÞds: ð103Þ

in which vs ¼ ðvxs; vys; vzsÞ. Also, the property of Dirac

delta function (102) is used here. If the transformation h ¼
t � s is used, then (103) can be expressed as

uðx; tÞ ¼
Z 1

0

Pstoðt � hÞhðx� vt þ vh; hÞdh: ð104Þ

Equations (103) and (104) are general results for MSP and

are named generalized Duhamel’s integral (GDI). From the

point of view of time history, we might regard a moving load

as a series of impact on continuum media during a number of

tiny time intervals. The integration of the response of the

medium excited by each impulse is thus equal to the

cumulative effect of the moving load. Although solving for

the Green’s function is still a nontrivial task, convolution

(103) does provide a sound theoretical representation, which

can be very powerful when combining with numerical

computation such as finite element method.

4.3.2 Deterministic analysis for a moving constant load

The solution of the problem described here can be constituted

using the solutions of two individual problems because of the

superposition principle of the solution of linear equations. One

problem deals with the deterministic response of the medium

under the moving constant load P0dðx� vtÞdðyÞ. The other

problem deals with the random response of the medium under

the moving stochastic load PðtÞdðx� vtÞdðyÞ. In this section,

the first problem is analyzed. In the next section, the second

problem is analyzed. The summary of the solution is provided

in the sections followed. If the load is a constant with ampli-

tude P0, the response are given by

uðx; tÞ ¼ P0

Z 1
0

hðx� vt þ vh; y; z; hÞdh: ð105Þ

It is obvious that the response is no longer a constant

independent on the time t. If the source is a fixed load,

according to our example, the solution should be a static

quantity. Actually, this idea is straightforward

demonstrated by putting the velocity variable v = 0 into

(105). The result gives that

uðx; tÞ ¼ P0

Z 1
0

hðx; hÞdh: ð106Þ

Clearly, the response is a constant without depending on

the time variable.

4.3.3 Stochastic analysis for a moving stochastic vehicle

load

In this section, a stochastic moving source is analyzed. In

the derivation of the GDI in (103), we require no special

assumptions on PstoðtÞ. Therefore, if PstoðtÞ is a stochastic

process, and (103) becomes an integral in the sense of

Stieltjes integration. Meanwhile, the response uðx; tÞ
becomes a stochastic process. We now consider the

response of media to PðtÞdðx� vtÞdðyÞ.
As mentioned before, P(t) is a zero mean stationary pro-

cess with autocorrelation function RPPðsÞ, PSD SPPðxÞ and

standard deviation rP.Taking the expectation of both sides of

(103) and using the exchangeability of expectation and

integration, we obtain the mean function of the response, i.e.,

uðx; tÞ ¼
Z 1

0

E½Pðt � hÞhðx� vt þ vh; y; z; hÞ�dh: ð107Þ

It is not difficult to obtain the spatial-time correlation

functions for the response, i.e.,

Ruðx1; x2; t1; t2Þ

¼
Z t2

�1

Z t1

�1
E½Pðs1ÞPðs2Þhðx1 � vs1; y1; z1; t1 � s1Þ

� hðx2 � vs2; y2; z2; t2 � s2Þ�ds1ds2; ð108Þ

where Ruðx1; x2; t1; t2Þ is the correlation function of

response uðx; tÞ. Let x1 ¼ x2 ¼ x; then we obtain the

time autocorrelation function

Ruðx; t1; t2Þ ¼
Z 1

0

Z 1
0

E½Pðt1 � h1ÞPðt2 � h2Þ

� hðx� vt1 þ vh1; y; z; h1Þ
� hðx� vt2 þ vh2; y; z; h2Þ�dh1dh2: ð109Þ

where hj ¼ tj � sjðj ¼ 1; 2Þ. By substituting t1 ¼ t2 ¼ t

into (108) and (109), it is straightforward to find second

moment functions, i.e., the mean square functions of the

random response.

It has been known that for a linear system with a stationary

stochastic excitation at a fixed position, the response of that

system is still a stationary stochastic process [76]. However,

this conclusion only applies to the fixed source problem. For

a linear system with a moving stochastic source, the random

response of that system is a nonstationary stochastic process
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even if the random excitation PðtÞ is a stationary stochastic

process [54, 74]. To show this, we inspect (107) and (109),

which are apparently not stationary because time variable t is

contained in the kernel function of the solution. In other

words, in a situation where a source is moving with respect to

a receiver a nonstationary signal will be recorded at the

observer position, even when the source produces a sta-

tionary output. This effect is known as the Doppler shift. It is

also useful to realize that although the system is a linear

system, it essentially becomes a time varying system when a

moving source is applied.

In many circumstances, there may be a demand to push the

analysis further into the frequency domain. For instance,

response information of amplitude distributions and fre-

quency components of media to moving vehicle loads is

needed for vehicle optimum control and pavement perfor-

mance prediction. To fulfill this purpose, it is necessary to use

spectral analysis techniques to obtain the required informa-

tion. As such, one may encounter difficulties when performing

Fourier spectral analysis technique because this technique has

been devised primarily for stationary signals. Although some

variations of Fourier spectral analysis technique have been

introduced to dealing with nonstationary stochastic processes,

Fourier spectral analysis are not ideal tools for nonstationary

signals induced by MSP. This shortcoming has led Sun

[104]to develop the so-called follow-up spectral analysis, by

which the commonly used spectral analysis technique is still

applicable with sound theoretical foundation.

Let coordinates oxyz and o0x0y0z0 be, respectively, fixed

coordinates and follow-up coordinates moving with the moving

source. The relationship between the two coordinates is

x0 ¼ x� vt: ð110Þ

Therefore, a moving source x0 þ vt in the fixed coordinate

oxyz becomes a fixed source x0 ¼ x0 in the follow-up

coordinate o0x0y0z0. Here x0 is a constant vector. Now

consider the response of the medium at a moving field point

xþ vt þ x0 in the fixed coordinates. Utilizing (104), we have

uðxþ vt þ x0; tÞ ¼
Z 1

0

Pstoðt � hÞhðxþ x0 þ vh; hÞdh:

ð111Þ

The mean function and autocorrelation function of the

response described by (111) are, respectively, given by

E½uðxþ vt þ x0; tÞ�

¼
Z 1

0

E½Pstoðt � hÞhðxþ x0 þ vh; hÞ�dh

¼ E½Pstoðt � hÞ�
Z 1

0

hðxþ x0 þ vh; hÞdh

¼ P0

Z 1
0

hðxþ x0 þ vh; hÞdh: ð112Þ

and

Ruðxþ vt þ x0; sÞ

¼
Z 1

0

Z 1
0

RPPðsþ h1 � h2Þhðxþ x0 þ vh1;h1Þ

� hðxþ x0 þ vh2; h2Þdh1dh2: ð113Þ

According to the definition of a stationary stochastic

process [31], (112), and (113) indicate that the response at

a moving field point xþ vt þ x0 in the fixed coordinates

becomes a stationary process. It is evident that the moving

field point xþ vt þ x0 in the fixed coordinates becomes a

fixed field point xþ x0 in the follow-up coordinates as

illustrated in Fig. 12. To show this, we replace x in (110)

by xþ vt þ x0

x0 ¼ xþ x0: ð114Þ

In other words, the response of a fixed position x ? x0

in the follow-up coordinates to a moving stationary

stochastic load possesses the stationary property. Thus,

Fourier spectral analysis technique is still applicable here.

It should be pointed out that the explanation of the

stationary process uðxþ vt þ x0; tÞ is essentially different

from the commonly described stationary process. In

general, the mean function of a commonly described

stationary process refers to the time average of the random

process, while the mean in (112) is indeed interpreted as a

spatial average of the random response. The same

explanation applies to the autocorrelation function shown

in (113).

In light of the aforementioned explanation, there is no

difficulty to define PSD in the follow-up coordinates. The

following spectral analysis is performed in the follow-up

coordinates. We may rewrite the autocorrelation function

in the follow-up coordinates as

Ruðx0; sÞ ¼
Z 1

0

Z 1
0

RPPðsþ h1 � h2Þhðxþ x0 þ vh1;h1Þ

� hðxþ x0 þ vh2; h2Þdh1dh2; ð115Þ

where x0 is expressed by (114). Let s ¼ 0 and put it into Eq.

(115), we obtain the mean square function of the random

response in the follow-up coordinate

w2
uðx0; tÞ ¼

Z 1
0

Z 1
0

w2
pðh2 � h1Þhðxþ x0 þ vh1; h1Þ

� hðxþ x0 þ vh2; h2Þdh1dh2: ð116Þ

In addition, since PðtÞ is a zero mean stationary process,

we have

r2
P ¼ Var½PðtÞ� ¼ w2

P ¼ RPPð0Þ ¼ const; ð117Þ

where rp and Var½PðtÞ� are, respectively, the standard

deviation and variance of PðtÞ. So we can rewrite (117) as
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r2
uðx0; tÞ ¼ w2

uðx0; tÞ ¼
Z 1

0

hðxþ x0 þ vh; hÞdh

� �2

RPPð0Þ;

ð118Þ

where ru and w2
u are the standard deviation and variance of

the response field, respectively. Define the relationship

between the frequency response function and the impulse

unit response function in the follow-up coordinates as

Hðx0; xÞ ¼
Z 1

0

hðxþ x0 þ vh; hÞe�ixhdh: ð119Þ

According to Wiener-Khintchine theory, the PSD and

the autocorrelation function form a Fourier transform pair.

Taking Fourier transform to both sides of (115) and

noticing the (119), we obtain the expression of PSD in

follow–up coordinates, i.e.,

Suðx0; x; vÞ ¼ Hðx0; xÞj j2SPPðxÞ: ð120Þ

Similarly, an expression for the time autocorrelation

function can be obtained by taking the Fourier inverse

transform of (120)

Ruðx0; sÞ ¼ ð2pÞ�1

Z 1
�1

Hðx0; xÞj j2SPPðxÞeixsdx: ð121Þ

Hence, the mean square function is also given by

w2
uðx0Þ ¼ Ruðx0; sÞ ¼ ð2pÞ�1

Z 1
�1

Hðx0; xÞj j2SPPðxÞdx:

ð122Þ

4.4 Pavement Models

There are mainly two types of pavement structures: Port-

lant cement concrete pavement and asphalt concrete

pavement (Fig. 13). These pavement structures can be

modeled by a beam, a slab, a layered medium on a half-

space or rigid bedrock. A number of studies have been

carried out lately by Sun and his associates using analytic

method and analytic–numerical method [105–163]. Beskou

and Theodorakopoulos [164] provided a recent review on

numerical methods for studying dynamic effects of moving

loads on road pavements. Sun and Greenberg [74], Sun and

Luo [125–128], Sun et al. [153], Luo et al. [165] and Sun

et al. [123] provide concrete examples of pavement models

subject to moving loads.

The response of pavement systems under dynamic loads

may be expressed in partial-differential equations. A gen-

eric description of the governing equations is:

u½uðx; t; hÞ� ¼ Pðx; tÞ; ð123Þ

where u½�� is a partial-differential operator, x ¼ ðx; y; zÞ a

spatial vector in Cartesian coordinates, t is the time vari-

able, Pðx; tÞ is the applied dynamic load (i.e., the input),

which can be recorded by data acquisition system during

laboratory experiments and field tests, uðx; t; hÞ the pave-

ment response vector (i.e., the output in the form of dis-

placements, stresses, and strains), and h ¼ ðh1; h2; . . .; hnÞ
is the parameter vector to be identified.

A pavement structure usually consists of a surface

course, base courses and subgrade. Within each course,

there may be several sub-layers made up of different

materials. A two-dimensional Kirchhoff thin slab resting

on a Winkler foundation is the common model for PCC

pavements. The operator u½�� for a Kirchhoff thin slab is

u½�� ¼ Dr2r2 þ K þ Co=ot þ qho2=ot2; ð124Þ

where D ¼ Eh3=½12ð1� l2Þ�, and q, l and h are the density,

Poisson’s ratio and thickness of the slab, E is the Young’s

elastic modulus, K is the modulus of subgrade reaction, C is

the radiation damping coefficient, and r2 ¼ o2=ox2 þ
o2=oy2 is the Laplace operator. The parameter vector is

h ¼ ðE; h; l;K; C; qÞ. For a multilayered flexible

pavement system, the governing equation is controlled by

a three-dimensional Navier–Stokes’s equation for each layer

G�r2uþ ðk� þ G�Þrr � uþ qf ¼ qo2u=ot2; ð125Þ

where r ¼ o=oxþ o=oyþ o=oz, f the body force vector,

the Laplace operator r2 ¼ o2=ox2 þ o2=oy2 þ o2=oz2,

G� ¼ Gð1þ igdÞ, k� ¼ kð1þ igdÞ in which i ¼
ffiffiffiffiffiffiffi
�1
p

, gd is

the hysteretic damping coefficient, Lamb constants k and G

the bulk modulus and shear modulus, respectively,

k� and G� the complex counterparts of k and G, respec-

tively. The subgrade may be artificially divided into a

number of thin layers. Within each layer the soil is char-

acterized to be isotropic, homogenous and have the same

structural and material properties, while these properties

vary for different layers. Furthermore, physical nonlinear-

ity may possibly be presented in asphalt surface layer and

soil subgrade using nonlinear constitutive models involving

viscoelasticity-viscoplasticity. Eq. (125) adopts the sim-

plest model to account for viscoelasticity. A more generic

model is the generalized viscoelastic model, which

includes the Burgers model, Maxwell model and Kelvin

model as its special cases. Fig. 14 presents a schematic plot

of a list of viscoelastic models.

To solve a viscoelastic problem, elastic solutions is

sought first and then the correspondence principle is

applied to convert the elastic solution into a viscoelastic

solution. Two elastic/viscoelastic subgrade models will be

studied: a half-space and a layer resting on bedrock.

Clearly, the parameter vector h ¼ ðE; h; k;G; qÞ varies

from layer to layer. When viscoelasticity is considered,

more parameters will appear in the parameter vector. In

principle, the adoption of a generalized viscoelastic model

in forward dynamic analysis introduces no significant
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difficulty. The number of Kelvin components in this model

can be estimated through a thorough investigation. With

properly specified initial and boundary conditions, Eqs.

(123)–(125) constitute a complete mathematical descrip-

tion of the forward dynamic problem. Forward analysis

aims to solve for the response uðx; t; hÞ provided that the

excitation Pðx; tÞ and the parameter vector h are known.

These mathematical, physical models describe the behavior

of different types of pavement systems and they will be

studied in great depth.

Equation (123) belongs to a wave equation from a math-

ematical physics point of view. Its solution can be obtained in

the form of a Lebesgue–Stieltjes integral using proper inte-

gral transformation, depending upon the nature of the

problem (e.g., steady-state vs. transient) and upon how the

problem is formulated (e.g., in Cartesian or cylindrical

coordinates). Let the Green’s function (the fundamental

solution) of Eq. (1) be Gðx; t; hÞ ¼ u�1½dðx; tÞ�, in which dð�Þ
is the Dirac-delta function and u�1½�� denotes the inverse

operator of u½��. Let pavements be at rest prior to the NDE

test, leading to a vanishing initial condition. The solution of

Eq. (123) under loading condition Pðx; tÞ can be constructed

as

uðx; t; hÞ ¼ u�1½Pðx; tÞ� ¼
Z

S

Gðx; t; hÞdS; ð126Þ

where S is the region where Pðx; tÞ is defined. Equation

(126) can also be equivalently represented in the

transformed domain

~uðn;x; hÞ ¼ Tf½uðx; t; hÞ�g ¼
Z

~S

~Gðn;x; hÞd~S; ð127Þ

where Tf�g is a transformation operator, ~uðn;x; hÞ and
~Gðn;x; hÞ are the response and the Green’s function in the

transformed domain, respectively, ~S is the region in the

transformed domain where the transformed dynamic load
~Pðn;xÞ is defined; n ¼ ðn; g; fÞ and x are the counterpart

of spatial vector x ¼ ðx; y; zÞ and time variable t.

The Thomas-Haskell method relates a transformed

response at the bottom of a layer, in the form of a transfer

matrix, to a corresponding quantity at the top of a lower

layer. For the last half century, this method has served as the

cornerstone for numerous studies in multilayered elastic

analysis. Another benchmark proposed by Kausel and

Roesset contributes an alternative, in which the dynamic

stiffness matrix is expanded in terms of wave number and

approximated by taking terms only up to the second order of

the wave number. The Thomas-Haskell method is more

accurate than the Kausel-Roesset method but demands more

computational effort. Forward dynamic analysis for multi-

layered viscoelastic media will not add significant difficulty

because both methods are still applicable, though it is a

demanding task. Since each method has its own strengths

and weaknesses, both methods will be adopted in the project

to tackle wave propagation through multilayered visco-

elastic media. Equations (126) and (127) are amenable to

numerical evaluation of the dynamic response in the time–

space domain and in the transformed domain, respectively,

provided that Pðx; tÞ and h are known. Without doubt, the

computation here involves intensive numerical evaluation

of multifold integration of complex functions with unstable

characteristics in time and space.

5 Discussion and Future Research

In this section, discussion and future research of the unified

theory of dynamics of vehicle–pavement interaction under

moving and stochastic load is carried out from the fol-

lowing aspects: (a) nature of the problem, (b) modeling,

(c) methodology, and (d) further extension and engineering

application.

(a) Nature of the problem. The setting of vehicle–

pavement interaction can be categorized either in a deter-

ministic framework or a stochastic framework. Stochas-

ticity may be presented in speed, magnitude and position of

the loading, structural models of vehicle–pavement system

and constitutive models. A stochastic framework provides

a more realistic setting but exhibit more complexity. The

setting of vehicle–pavement interaction can also be cate-

gorized either as a steady-state problem or as a transient

problem. Except very few studies [104, 145], almost all

existing literatures belong to a steady-state problem

described in a deterministic framework.

Fig. 14 A schematic plot of different viscoelasic models
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(b) Modeling. The modeling of vehicle–pavement

interaction involves the load model, the vehicle model and

the pavement model. The load model addresses spatial

distribution of the load (e.g., concentrated load, distributed

load, multiple load, etc.), speed of the load (e.g., constant

speed, varying speed, etc.), trajectory of the load (e.g.,

straight line, curve, etc.), and magnitude of the load (e.g.,

constant load, impact load, sinusoidal load, varying load,

and random load). The vehicle model addresses vehicle

suspension system, which involves mass distribution,

dimension, and configuration of the vehicle. Quarter-

vehicle model, half-vehicle model, and whole vehicle

model have all been established with increasing complexity

involving different number of spring and dashpot elements.

Regardless of how many spring and dashpot elements are

being used in the built vehicle model, almost all the liter-

ature studies tend to use linear suspension system due to its

ease of computation when integrated with a pavement

model. The pavement model addresses the simplification of

structural system of pavement using beam model, slab

model, and layered medium on a half space or bedrock. In

terms of constitutive models of the material, almost all

studies only considered linear elastic and linear viscoelastic

materials when tackling dynamics of vehicle–pavement

interaction because of the complexity of the problem.

Asphalt concrete pavement actually exhibits complex vis-

coelastic–viscoplastic-damage properties [166–172], which

should be integrated into the subject. Also, it is rare to

consider the coupling effect of vehicle–pavement interac-

tion, while this is not the case in train–railway interaction

because of the mechanism of the interaction and the rela-

tive mass difference between vehicles (e.g., car, truck,

train, and airplane) and transportation infrastructure (e.g.,

highway, bridge, and railway). None of the studies has

addressed vehicle–pavement interaction using deteriorated

pavement models as well as long-term pavement damage

and failure due to vehicle–pavement interaction.

(c) Methodology. The methods for solving vehicle–

pavement interaction problem can be classified into ana-

lytic approach and numerical application, though the

implementation of analytic approach still requires numer-

ical computation. For vehicle dynamics, equation of

motion is first established as a set of linear differential

equation system and solved in the frequency domain using

frequency response function or in the time domain using

numerical sequential integration. For pavement dynamics,

analytic approach makes use of integral transform to treat

wave propagation in continuum media, while numerical

approach such as finite difference, finite element and

boundary element methods makes use of discretization in

time and in space. The advantage of analytic approach is

that it provides insights for revealing physics of the wave

propagation in continuum media and can be highly efficient

in terms of computation implementation, particularly when

the spatial scale of the problem involves hundreds of

kilometers (e.g., seismology) or the speed of the load is

very high and close to various critical speeds of waves in

media. The advantage of numerical approach is that they

can deal with pavement having complex geometric struc-

ture as well as nonlinear constitutive model of the material.

(d) Further extension and engineering application. The

study of dynamics of vehicle–pavement interaction pro-

vides a deep understanding for improving vehicle design

(e.g., road-friendly vehicle suspension system), road

transportation safety [173–177], long-lasting pavement

structures design [178–181], ride quality and infrastructure

asset management. An improved quantitative understand-

ing on effects and mechanisms of various factors on

dynamics of vehicle–pavement interaction is the funda-

mentals for increased application and accuracy and reli-

ability of structural health monitoring, nondestructive

testing and evaluation, environmental vibration mitigation

and weight-in-motion. It will also benefit the nation’s

transportation economy by reducing operation and main-

tenance costs of vehicles and transportation infrastructure

as well as increasing transportation productivities.

6 Conclusions

Irregularities of pavement surface, from the small-scale

unevenness of material on pavement surface to the large-

scale undulating of vertical curve of a highway or an air-

port, all belong to spatial fluctuation of pavement surface at

different scale. Extensive study has been accomplished

both domestically and internationally, toward measuring

the physical aspects of pavement roughness, analyzing

the resulting data, and evaluating the riding performance

of pavements. Instrumentation and analysis technique

including the spectral analysis approaches have been

summarized in the article. A number of the PSD functions

including the effect of thermal joints on PSD roughness

have been presented here. These PSD functions are similar

in their shapes and only different in their mathematical

descriptions. Under the condition of constant speed of

travel and linear vehicle suspension, it is proven that

dynamic contact force between vehicle and pavement is a

stationary stochastic process. Its mean function is given by

(79) without the consideration of static loads or by (80)

with the consideration of static loads. The correlation

function, PSD forces, and standard deviation are, respec-

tively, given by (84), (89) and (92). The concept and the

methodology present in the article are not restricted to

specific surface roughness and/or vehicle models. They are

generally applicable to all kinds of linear vehicle models

and measured pavement surface conditions. The response
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of linear continuum media to moving stochastic vehicle

loads is analyzed herein. We show that there exists pre-

dicable relation among surface roughness, vehicle sus-

pensions and speed, and the response of continuum media.

The theory developed here is widely applicable to moving

vehicle loads.
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Analysis of steering performance of differential coupling wheelset

Xingwen Wu • Maoru Chi • Jing Zeng •

Weihua Zhang • Minhao Zhu

Abstract In order to improve the curving performance of

the conventional wheelset in sharp curves and resolve the

steering ability problem of the independently rotating wheel

in large radius curves and tangent lines, a differential cou-

pling wheelset (DCW) was developed in this work. The

DCW was composed of two independently rotating wheels

(IRWs) coupled by a clutch-type limited slip differential.

The differential contains a static pre-stress clutch, which

could lock both sides of IRWs of the DCW to ensure a good

steering performance in curves with large radius and tangent

track. In contrast, the clutch could unlock the two IRWs of

the DCW in a sharp curve to endue it with the characteristic

of an IRW, so that the vehicles can go through the tight curve

smoothly. To study the dynamic performance of the DCW, a

multi-body dynamic model of single bogie with DCWs was

established. The self-centering capability, hunting stability,

and self-steering performance on a curved track were ana-

lyzed and then compared with those of the conventional

wheelset and IRW. Finally, the effect of coupling parameters

of the DCW on the dynamic performance was investigated.

Keywords Differential coupling wheelset �
Independently rotating wheel � Conventional wheelset �
Steering performance

1 Introduction

With the development of urban railway transportation, the

metro and lower floor light rail vehicles have been widely

used in many cities. Whereas, compared with the main

line railway vehicles, the urban railway vehicles meet

more challenges because of the limitation of circumstance

[1–3], which means that the urban railway vehicles may

encounter a large number of curved tracks in daily

operations, especially tight curves. Therefore, urban rail-

way vehicles require a good steering capability to nego-

tiate the curve with small radius. However, according to

the previous operation experience of urban railway

vehicles, the conventional wheelset cannot provide suffi-

cient self-steering capability to negotiate the sharp

curve, which may leads to severe wheel/rail wear and

noise [2–4].

It is well known that the self-steering capability of

conventional wheelset mainly depends on the longitudinal

creep forces of wheel and rail [1–9]. When the wheelset

deviates from the central position of track, the longitudinal

creep forces are generated at the wheel/rail contact point

due to the conical profile of the wheel tread. With the help

of longitudinal creep forces and gravitational restoring

forces, the wheelset has the ability to steer itself and return

to the central position of track. Thus, the longitudinal creep

forces make the conventional wheelset have the self-

steering capability in the tangent track and curves [6–8]. To

the author’s knowledge, conventional wheelsets have

enough steering capability in tangent lines and curves with

large radii. However, they cannot provide enough steering

capability to pass through sharp curves smoothly. The

reason is that the difference of rolling radius at the contact

point is insufficient to compensate the longer path the outer

wheel needs; therefore, the outer wheel begins to skid and

continuously contact with flange [5, 8]. In addition, the

longitudinal creep forces are also the cause of hunting

motion for the conventional wheelset. Once the forward

speed of the vehicle exceeds the critical speed, the vehicle
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would experience the hunting motion, extremely threaten-

ing the running safety of vehicles.

In order to resolve the problems of conventional

wheelset, many efforts have been made. For example, the

semi-active and active actuation systems have been adop-

ted to enhance the dynamic performance of railway vehi-

cles [10, 11]. The independently rotating wheel (IRW) that

decouples the wheelset is proposed to eliminate the hunting

motion of the conventional wheelset and reduce the wheel/

rail wear in sharp curves. The IRWs for railway vehicles

have been investigated for many years. However, the use of

IRW would also eliminate the guidance capability of the

railway vehicles in large radius curves and tangent lines.

Consequently, a compromise should be achieved between

the curving performance in sharp curves and that in large

radius curves and tangent lines by use of active controls

like yaw control, creep control of damping, and stiff con-

trol. IRWs with profiled tread, with partial coupling, and

with a superimposition gearbox have been proposed by

Kaplan et al. [12], Dukkipati [13], and Jaschinski et al.

[14], respectively. Gretashel and Bose [15] investigated the

separate drive motors with precise torque control to pro-

vide guidance and curving capability. Goodall and co-

workers [16–18] studied the active steering and optimized

control strategy for IRWs.

This paper presents a differential coupling wheelset

(DCW) to solve the problems of poor curving performance

for the conventional wheelset in the sharp curve and bad

steering capability for the IRW in the large radius curve and

tangent line. In the DCW, both sides of IRWs are coupled

by a clutch-type limited slip differential. In the tangent

track, the clutch locks the differential, which does not

permit a difference in rotation motion of the two wheels,

and thus the DCW’s dynamic behavior is similar to that of a

traditional wheelset. In curves with small radius, the clutch

will unlock the differential, and the DCW’s dynamic per-

formance is similar to that of a IRW; which can dramati-

cally eliminate the sliding friction between wheel and rail,

and reduce the wheel/rail wear and noise in sharp curves.

Furthermore, due to the differential, the total rotation speed

of two wheels keeps constant. Once the rotation speed of

one wheel increases, another wheel decreases at the same

time. This difference of rotation speed between two wheels

generates a yaw motion for the DCW to negotiate the curves

in the radial position to improve the curving performance of

urban railway vehicles.

2 Differential coupling wheelset

To investigate the DCW’s dynamic performance, two types

of DCWs are discussed in this paper: one for a trailer bogie

(Fig. 1) and another for a motor bogie (Fig. 2). It can be

seen that the DCW consists of two wheels, a solid axle, a

hollow axle, and a clutch-type limited slip differential. One

wheel is mounted on the left side of a solid axle rigidly, and

another wheel is connected to the right side of the solid

axle through a bearing. Consequently, two wheels can

rotate independently, which means that the DCW has the

characteristics of IRWs. However, the guidance capability

of an IRW only depends on the gravitational restoring

force, which cannot provide enough steering capability.

Thus, the clutch-type limited slip differential is used to

couple the two IRWs to improve the steering capability of

the bogie in large radius curves and tangent lines. The

differential has two output gears: one is fixed on the solid

axle, and another is connected to the IRW’s web through a

hollow axle. Since the differential is equipped with a

clutch-type limited slip device, it applies a clutch torque to

resist the relative motion between the output shafts.

In the multi-body dynamic model, the clutch-type lim-

ited slip device is modeled as a torque element combining a

spring-damper element with a friction element as shown in

Fig. 3. In Fig. 3, K and d, respectively, represent the cou-

pling spring stiffness and coupling damping of the clutch-

type limited slip device; Mstick(max) and Mslip denote the

maximum adhesion torque and the friction torque in the

case of slipping.

The characteristics of the DCW can be described as

follows:

Differential coupling wheelset

¼ Traditional wheelset Mw\Mstick ðmaxÞ;
Independently rotating wheel Mw�Mstick ðmaxÞ;

�

where Mw denotes the torque differences of two wheels.

When Mw exceeds the Mstick(max), the DCW expresses

features of an IRW. In contrast, when Mw is less than

Mstick(max), the DCW has characteristics of a traditional

wheelset.

In order to compare the steering performance of DCWs

with other types of wheelsets, three types of single bogies,

i.e., the bogies with the DCW, IRW, and conventional

wheelset, are modeled in this paper, and their steering

capabilities are compared in terms of wheel/rail lateral

force, friction power, position of contact point on the wheel

tread, and so on. In addition, the influence of clutch torque

on wheelsets is analyzed.

3 Dynamic performance of bogies with DCWs

3.1 Dynamic model of bogies with DCWs

The trailer bogie and motor bogie with DCWs are modeled

as shown in Fig. 4. The trailer bogie consists of two DCWs

and a bogie frame (Fig. 4a), whereas the motor bogie is
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composed of two DCWs, two motors, and a bogie frame

(Fig. 4b). The DCWs and bogie frame are connected

through primary suspensions. We built the dynamic models

of the bogies using SIMPACK software. The motors are

rigidly fixed on the bogie frame, which has only a pitch

motion with respect to the bogie frame. The traction torque

is transmitted from motors to the DCW. The gear constraint

element is adopted to represent the meshing relationship

between the differential and motor. The differential is

modeled as a constraint element provided by SIMPACK.

The clutch-type limited slip device is represented by a

stick–slip rotational torque element. The FSATSIM algo-

rithm is used for the calculation of wheel/rail contact for-

ces. The parameters used in the dynamic models are listed

in Table 1, and the degrees of freedom of bogies are shown

in Table 2. Figure 5 indicates the wheel/rail contact point

and conicity of S1002 wheel tread and 60 rail used in this

work.

3.2 Self-centering capability of bogies with DCWs

on the tangent line

Self-centering capability is a critical dynamic performance

for the wheelset, which indicates the ability of returning to

the central position of the track. Figure 6 illustrates a

comparative analysis of the lateral displacement for five

cases with an initial lateral displacement at the speed of

20 km/h on the tangent line. According to the results, the

lateral displacement of the conventional wheelset and the

DCW with limited slip device gradually converge to the

central position of track. In contrast, the IRW and the DCW

without the limited slip device travel to one side of rail

from the beginning, and cannot return to the center of track,

Solid axle
Wheel Clutch-type limited

slip differential
Hollow alxe

Independently
rotating wheel

Ouput axle 1 Ouput axle 2

Clutch-type limited
slip device

dd

Fig. 1 DCW for trailer bogie

Solid axleWheel Clutch-type limited
slip differential

Hollow alxe

Independently
rotating wheelg

Ouput axle1

Ouput axle2

Clutch-type limited
slip device

Driver gear

Fig. 2 DCW for motor bogie

K

d

Mstick(max) , Mslip

Fig. 3 Torque element of the DCW
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which causes continuous flange contact, and severe wheel/

rail wear and noise. The comparison analysis results indi-

cate that the limited slip device plays a vital role in the

dynamic performance of the DCW. The DCW could

express the features of the IRW without the limited slip

device. On the contrary, with the help of limited slip

device, DCW could have a good self-centering capability

of the conventional wheelset.

In order to acquire enough steering capability, the

clutch-type limited slip device is applied into the differ-

ential for coupling two wheels. Figure 7 indicates the

influence of coupling stiffness and damping on the lateral

displacement of the DCW. As the coupling stiffness K and

damping d increase, the lateral displacement of wheelset

gradually converges to the central position of the track.

This reflects that the increased coupling stiffness and

damping is good for the improvement of steering perfor-

mance. However, if the coupling stiffness and damping do

not match reasonably, the DCW may show a ‘‘hunting

motion.’’ This motion is not a definite hunting motion but

just a quasi-hunting motion, which is mainly induced by

the self-excited oscillation of coupling stiffness and

damping. Therefore, it is necessary to optimize the cou-

pling parameters to ensure a good guidance capability of

the DCW.

3.3 Stability analysis of the bogie with DCW

Once the operation speed of a vehicle exceeds the critical

speed, the vehicle gives rise to a hunting motion in the

lateral direction, which extremely threatens the operation

safety of the vehicle. Therefore, the critical speed of

vehicles should be larger than the maximum operation

speed. Since low coupling stiffness and coupling damping

cause the self-excited oscillation as shown in Fig. 7, the

coupling stiffness K and coupling damping d are set to

100 kNm/rad and 100 kNms/rad, respectively, for stability

analysis of the bogie. Figure 8 illustrates the bifurcation

diagram of the bogie with DCW. It can be seen that the
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Fig. 4 Bogies with DCWs: a Trailer bogie; b Motor bogie

Table 1 Parameters used in the model

Bogie mass 3,200 kg

Wheelset mass 1,200 kg

Lateral and longitudinal stiffness of

primary suspension

4 MN/m

Vertical stiffness of primary suspension 0.8 MN/m

Radius of wheel 0.325 m

Rail gage 1.435 m

Coefficient of friction 0.4

Coupling stiffness 60 kNm/rad

Coupling damping 60 kNms/rad

Max adhesion torque 500 Nm

Table 2 Degrees of freedom

Vehicle model Type of motion

Longitudinal Lateral Vertical Roll Yaw Pitch

Bogie frame V V V V V V

Differential coupling wheelset V V V V V V

Axle box – – – – – V

Motor – – – – – V
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type of bifurcation is a typical supercritical Hopf bifurca-

tion. In Fig. 8, point A represents the linear critical speed

of bogie, and VA = 115 km/h; point B denotes the non-

linear critical speed of bogie, and VB = 85 km/h; the dash

line indicates the unstable limited cycle; and the solid line

indicates the stable limited cycle. When the vehicle speed

V is less than VB, the motion of the vehicle is always stable.

When the vehicle speed is between VB and VA, the motion

of the vehicle largely depends on the initial conditions.

Figure 9 indicates the influence of coupling stiffness and

coupling damping on the critical speed of the bogie with

DCW. With increasing the coupling damping, the critical

speed of the bogie increases sharply when the coupling

damping is less than 50 kNms/rad. However, when the

coupling damping exceeds 50 kNms/rad, the critical speed

tends to be stable. In addition, the coupling stiffness has

little influence on the critical speed.

3.4 Self-steering ability of the trailer bogie with DCW

To analyze the self-steering ability of the DCW, the

curving performances of three types of bogies are com-

pared in terms of wheel/rail lateral force, friction power,

and position of contact point on the wheel tread. Figure 10

indicates the layout of curved track. The parameters of

simulation track are listed in Table 3.

Generally, the bogie is guided in the curve section pri-

marily by the lateral forces on the front wheelset. Thereby

the lateral forces on the front wheelsets of the three types of

bogies are analyzed, as shown in Fig. 11. It can be seen

that the lateral forces on the outer IRW are smaller than the

other two types of wheelsets. The reason is that the bogie

with the conventional wheelset or DCW cannot adjust

radially to full extent while the IRW can adapt better to the

radial position of the curved track. Compared with the

conventional wheelset, the DCW is much easier to nego-

tiate the curve in radius position with the help of clutch-
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type limited slip differential, which could convert the slip

friction to the rolling friction to reduce wheel/rail wear and

noise, and generates small lateral forces and friction power

to the solid wheelsets.

In addition, the frictional power as a wear index is

investigated, and the result is shown in Fig. 12. The fric-

tional power is calculated by the creep forces and the

corresponding creep velocities within the local contact

coordinate system. Compared with the conventional

wheelset, the DCW has a better wear index because of its

IRW characteristics.

Figure 13 shows the position of contact points on the

wheel tread. The lateral displacement of contact points on

the wheel of DCW is apparently smaller than that on the

traditional wheelset. Furthermore, after the DCW goes

through the curve section, the wheelset gradually returns to

the central position of track. However, the IRW goes to one
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Table 3 Parameters of simulation track

Length of tangent track (m) 150

Length of transition track (m) 20

Length of constant curve (m) 50

Radius of curve (m) 30

Cant (m) 0

Running speed (km/h) 20
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side of rail and cannot return to the central position of

track, resulting in eccentric wear of wheel and rail.

Figure 14 illustrates the rotation speed difference that

occurs in the curve section due to the differential. As the

rotation speed of the outer wheel increases, the inner wheel

decreases. This endues the DCW with good self-steering

performance and curving performance. When the wheelset

gets out from the curve section, the clutch-type limited slip

device locks the wheels at both sides so that the two wheels

have the same rotation speed. In contrast, the IRW cannot

return to the center of track, which makes the speeds of two

wheels different.

From the above comparison, we can come to a conclu-

sion that the DCW has better curving performance than the

conventional wheelset. Due to the torque of the clutch-type

limited slip device, the DCW can also express better self-
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steering performance than the IRW. Therefore, the DCW

processes the good curving performance of an IRW and the

self-steering capability of the conventional wheelset.

3.5 Self-steering ability of motor bogie with the DCW

When the DCW is applied to a motor bogie, the differential is

used to transmit the traction torque. It also allows both the

wheels to rotate at different speeds, which differentiates it from

the conventional wheelset. In the following, single motor bogies

with DCW and traditional wheelset are analyzed and compared

when the bogie goes through a curved track at a constant speed

with the action of traction motor. The curved track is shown in

Fig. 15, and the parameters are listed in Table 4.

Figures 16 and 17 indicate the wheel/rail lateral force

and friction power of the front wheelset for the two types of

bogies. As can be seen from Fig. 16, the wheel/rail lateral

force of the DCW is apparently smaller than that of the

traditional wheelset in the curve section. Furthermore,

comparison of the friction power of the two kinds of

wheelset in Fig. 17 indicates that the DCW is superior to

the traditional wheelset in the curving performance.

Therefore, a conclusion can be drawn that in the case of

motor bogie, the DCW has a better self-steering capability

than the traditional wheelset.

3.6 Influence of coupling parameters on the DCW’s

dynamic performance

The clutch torque of the clutch-type limited slip device has

a critical effect on the dynamic behavior of the DCW, and
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Table 4 Parameters of simulation track

Length of tangent track (m) 100

Length of transition track (m) 20

Length of constant curve (m) 50

Radius of curve (m) 50

Cant (m) 0

0 20 40 60 80 100
-12

-10

-8

-6

-4

-2

0

2

4

6

Inner wheel of DCW

Outer wheel of DCW

Inner wheel of traditional wheelset

Outer wheel of traditional wheelset

Time (s)

L
at

er
al

 f
or

ce
 (

kN
)

DCW

Traditional wheelset

Fig. 16 Wheel/rail lateral force

0 20 40 60 80 100
-1

0

1

2

3

4

5

6

Traditional wheelset

DCW

Time (s)

F
ri

ct
io

n 
po

w
er

 (
kN

m
/s

) DCW

Traditional wheelset

Fig. 17 Friction power

182 Traffic Engineering and Transport Planning

___________________________ WORLD TECHNOLOGIES ________________________



30

60

90

120

600
800

1000
1200

1400

8

10

12

Max adhesion torque (N.m)

L
ater force (kN

)

Cou
pl

in
g 

da
m

pi
ng

 (k
N

m
s/r

ad
)

30

60

90

120

600
750

900
1050

1200
1350

8

10

12

Max adhesion torque (N·m) Cou
pl

in
g 

sti
ffn

es
s

 (k
N

m
/ra

d)

L
ater force (kN

)

(a) (b)

Fig. 18 Influence of coupling parameters on the lateral force of DCW: a Maximum adhesion torque Mstick(max) versus coupling damping with

coupling stiffness K = 60 kNm/rad; b Maximum adhesion torque Mstick(max) versus coupling stiffness with coupling damping d = 60 kNms/rad

30

60

90

120

600
750

900
1050

1200
1350

1.8

2.4

3.0

3.6

Max adhesion torque (N·m) Cou
pl

in
g 

da
m

pi
ng

 (k
N

m
s/r

ad
)

Friction pow
er (kN

·m
/s)

30

60

90

120

600
750

900
1050

1200
1350

1.8

2.4

3.0

3.6

Cou
pl

in
g 

sti
ffn

es
s

 (k
N

m
/ra

d)Max adhesion torque (N·m)

F
riction pow

er (kN
·m

/s)

(a) (b)

Fig. 19 Influence of coupling parameters on the friction power of DCW: a Maximum adhesion torque Mstick(max) versus coupling damping with

coupling stiffness K = 60 kNm/rad; b Maximum adhesion torque Mstick(max) versus coupling stiffness with coupling damping d = 60 kNms/rad

30

60

90

120

600
750

900
1050

1200
1350

0.5

0.6

0.7

0.8

Max adhesion torque (N.m) Cou
pl

in
g 

da
m

pi
ng

 (k
N

m
s/r

ad
)

D
erailm

ent coefficient

30

60

90

120

600
750

900
1050

1200
1350

0.5

0.6

0.7

0.8

Cou
pl

in
g 

sti
ffn

es
s

 (k
N

m
/ra

d)Max adhesion torque (N·m)

tn
ei

ci
ff

eo
ct

ne
ml

i a
r e

D

(a) (b)

Fig. 20 Influence of coupling parameter on the derailment coefficient of DCW: a Maximum adhesion torque Mstick(max) versus coupling

damping with coupling stiffness K = 60 kNm/rad; b Maximum adhesion torque Mstick(max) versus coupling stiffness with coupling damping

d = 60 kNms/rad

183Analysis of steering performance of differential coupling wheelset

___________________________ WORLD TECHNOLOGIES ________________________



determines the work conditions of the differential. There-

fore, the influence of the maximum adhesion torque and

other coupling parameters of the clutch-type limited slip

differential on the curving performance are investigated in

this section.

Figure 18 illustrates the influence of the maximum

adhesion torque, coupling stiffness, and coupling damping

on the lateral wheel/rail force. With increasing the maxi-

mum adhesion torque and coupling damping, the lateral

forces of wheel/rail increase (Fig. 18a). Compared with the

coupling damping, however, the influence of the coupling

stiffness is smaller (Fig. 18b). Due to the increased maxi-

mum adhesion torque, the torque difference between two

wheels is more difficult to exceed the maximum adhesion

torque, which causes that both wheels cannot rotate inde-

pendently, and thus express more features of the conven-

tional wheelset. As shown in Figs. 19 and 20, with

increasing the maximum adhesion and coupling damping,

the friction power and derailment coefficient increase.

Meanwhile, the coupling damping dramatically reduces the

relative speed of the two wheels, as shown in Fig. 21.

According to the simulation results, the coupling stiffness

has little influence on the dynamic performance of the

DCW.

4 Discussions

As mentioned above, small maximum adhesion torque and

small coupling damping are beneficial to improving the

DCW’s curving performance, which endue the DCW with

properties of IRWs. However, too small maximum adhe-

sion torque and coupling damping could deteriorate the

DCW’s self-steering performance in large radius curves

and tangent lines. Generally, the maximum adhesion torque

determines the work conditions of the DCW, and it
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depends on the wheel/rail adhesion conditions affected by

many factors [19–22], such as normal load, sliding speed,

temperature of the two bodies, contact geometry, weather

conditions, and the presence of rain, snow, and dead leaves.

On the other hand, with the reduction of the maximum

adhesion torque, the friction power decreases (Fig. 22) and

the derailment coefficient increases (Fig. 23). Therefore, a

compromise should be achieved between running safety

and wheel/rail wear.

5 Conclusions and future work

According to the simulation results, the DCW integrates

both the features of the IRW and the conventional wheel-

set. In tight curves, the DCW can express the features of

IRWs to achieve an improvement in the curving perfor-

mance over the conventional wheelset. In tangent lines and

large radius curves, the DCW has a self-steering capability

as the conventional wheelset.

The study of coupling parameters shows that the maxi-

mum adhesion torque and coupling damping have a large

influence on the dynamic behavior of DCW. With the

increasing of the maximum adhesion torque and the coupling

damping, the DCW tends to be a conventional wheelset. The

maximum adhesion torque of the clutch-type limited slip

device depends on the wheel/rail adhesion conditions.

However, in this paper we have only discussed the

dynamic performance of single bogies, through which the

maximum adhesion torque could not be determined and

hence we cannot investigate how to control the maximum

adhesion torque to adapt to different track conditions.

Therefore, in the future research, the creep control will be

studied to determine the maximum adhesion torque of

clutch-type limited slip device with the full railway

vehicle.
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A comparative study on crash-influencing factors by facility types
on urban expressway

Yong Wu • Hideki Nakamura • Miho Asano

Abstract This study aims at identifying crash-influencing

factors by facility type of Nagoya Urban Expressway,

considering the interaction of geometry, traffic flow, and

ambient conditions. Crash rate (CR) model is firstly

developed separately at four facility types: basic, merge,

and diverge segments and sharp curve. Traffic flows are

thereby categorized, and based on the traffic categories, the

significances of factors affecting crashes are analyzed by

principal component analysis. The results reveal that, the

CR at merge segment is significantly higher than those at

basic and diverge segments in uncongested flow, while the

value is not significantly different at the three facility types

in congested flow. In both un- and congested flows, sharp

curve has the worst safety performance in view of its

highest CR. Regarding influencing factors, geometric

design and traffic flow are most significant in un- and

congested flows, respectively. As mainline flow increases,

the effect of merging ratio affecting crash is on the rise at

basic and merge segments as opposed to the decreasing

significance of diverging ratio at diverge segment. Mean-

while, longer acceleration and deceleration lanes are

adverse to safety in uncongested flow, while shorter

acceleration and deceleration lanes are adverse in con-

gested flow. Due to its special geometric design, crashes at

sharp curve are highly associated with the large centrifugal

force and heavy restricted visibility.

Keywords Crash-influencing factors � Crash rates �
Principal component analysis � Facility types � Urban

expressway

1 Introduction

Improving traffic safety is a worldwide issue to be relieved

urgently. Crash characteristics and their influencing fac-

tors, as the theoretical basis for safety improvement, may

provide direction for policies and countermeasures aimed

at smoothing hazardous conditions. For a better under-

standing of crash-influencing factors, researchers have

continually sought ways through an extensive array of

approaches, and the most prominent one is crash data

analysis [1]. The conventional approaches have established

statistical links between crash rate (CR) and its explanatory

factors [2, 3]. In the analyses, traffic flows are generally

represented by low-resolution data that is collected at a

highly aggregated level, e.g., hourly or daily flows. Geo-

metric features are primarily considered the hierarchy of

radius or slope [4, 5]. Meanwhile, several studies have

suggested that crashes are associated with the interaction of

geometry, traffic flow, and ambient conditions [6]. How-

ever, most existing studies investigated the factors indi-

vidually and the related CR models were developed based

on single factor only. As a result, it is inadequate to identify

the nature of individuals through aggregated analysis only,

since the conditions preceding individual crashes are vir-

tually different from each other [1].

Considering the insufficiency of CR analysis above,

some studies have tried to identify crash characteristics at

individual level, in an effort to predict crash risk on a real

time basis [7–9]. Through these studies, the effect of traffic

flow on crash risk has been well analyzed. In theory, the

concept of real-time crash prediction exhibits huge promise

for the application of proactive traffic management strate-

gies for safety.

However, the combined effects of geometry, traffic flow,

and ambient conditions on crashes still have not been well
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anayzed through the above studies. Furthermore, these

papers primarily developed crash model for the whole

traffic conditions, which may conflict with the fact that the

influence of traffic flow on crashes may vary when traffic

conditions change. In addition, even if crash characteristics

are found out to be dependent on facility type that is

composed of uniform segment individually, e.g., basic,

merge, and diverge segments [2], the existing studies are

focused on the entire route of intercity expressway without

segmentation.

Another cause for the limited predictive performance of

existing models is the inadequacy of analytic process [10].

As for statistical methods, the significance and indepen-

dence of explanatory variables should be identified in

advance for the reliability of statistics. Whereas, many

previous studies paid little attention to this point and

incorporated the potential influencing factors into crash

modeling directly.

Urban expressway is one common type of separated

highway with full control of access in large cities in Japan.

Generally, it is composed of various facility types where

geometric features and traffic characteristics are often

different from each other. Correspondingly, crash charac-

teristics and their influencing factors may also be different

by facility type. In the meantime, compared to intercity

expressway, crash characteristics and their related influ-

encing factors of urban expressway are different [11].

Necessarily, urban expressway deserves to be analyzed

independently and its crash characteristics should be

identified based on specific facility type.

Given the problems of existing studies, the objective of

this paper is to investigate crash characteristics based on

CR models and their influencing factors by facility type on

urban expressway. Meanwhile, the causes are identified by

considering the interaction of geometry, traffic flow, and

ambient conditions. Besides, geometric features are iden-

tified considering the driver-vehicle-roadway interaction.

The significances of these factors affecting crashes are

compared at different facility types using principal com-

ponent analysis (PCA). Their influencing mechanisms are

further discussed. In essence, this study can be regarded as

a proactive analysis for crash risk prediction model in the

future.

2 Study sites and datasets

2.1 Study sites

The test bed of this study is Nagoya Urban Expressway

network (NEX) as shown in Fig. 1. Up to December 31,

2009, this network was about 69.2 km 9 2 (two direc-

tions) in total length with over 250 ultrasonic detectors

installed with an average spacing of 500 m (varied in

250–750 m) on mainline. Most routes are 4-lane road-

ways (2-lane/dir), except the inner ring (Route no. R) that

is one-way roadway and where the number of lanes dif-

fers (2–5) with the change of ramp junctions. In the

limited areas, such as the links of other routes to the inner

ring, small curves are designed. In this network, two

recurrent bottlenecks are located along Odaka line (Route

no. 3).

Five databases are used in this study; (1) crash records

with the occurrence time in minutes, the location in 0.1 km

and the weather and pavement conditions; (2) detector data

including traffic volume q, average speed v, and occupancy

occ per 5 min; (3) geometric design and the location of

detector in 0.01 km; (4) traffic regulation records for

incidents (e.g., crash, working, and inclement weather)

including the locations and periods of temporal lane and

cross-section closures; and, (5) daily sunrise and sunset

time records in Nagoya. Here, it is worth noting that

detector data are processed for the whole cross section of

each direction. The period of the data above is for 3 years

(2007–2009) except for those on Kiyosu line (Route no. 6)

that was opened from December 1, 2007.

Fig. 1 Schematic map of NEX network (2009) (Source Nagoya

Expressway Public Corp., modified by authors)
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2.2 Segmentation of facility types

Basic segment is extracted outside the 500 m up- and

down-stream of ramp junctions considering the experience

in Japan [12]. Correspondingly, merge or diverge segments

are regarded as the sections inside the 500 m up- and

down-stream of on- and off-ramps, respectively. The seg-

mentation methods are shown in Fig. 2. Other than these

segments, there is a special geometric design in NEX,

curve with small radius. Figure 3 explains CR statistics

dependent on radius. Obviously, compared to other seg-

ments, much higher CR exists in the curves with radius

smaller than 100 m. Thus, these curves are defined as sharp

curves and regarded as another distinct facility type of

NEX. Given the limitation of segment samples available,

basic, merge, and diverge segments, and sharp curve will

be analyzed in this study.

The cross sections of inner ring are diverse and the

length of individual layouts, i.e., 2-, 3-, 4-, or 5-lane, is not

enough to be separately analyzed. Meanwhile, all of the

sharp curves along Inner ring are 2-lane roadway. In this

regard, only 2-lane segments are analyzed in this study and

the geometric statistics by facility types are summarized in

Table 1.

3 Methodology

3.1 Data extraction

3.1.1 Detector data

In principle, detectors can count the number of vehicles at

their locations only. In such case, the ‘‘coverage area’’ of

detector is defined for estimating traffic conditions at crash

locations through detector data. At basic segment, the

boundary of two consecutive coverage areas is defined at

the midpoint between two neighboring detectors. At merge

and diverge segments, it is bounded at the ramp-junction

point, and one segment can be divided into up- and down-

stream areas. Each sharp curve can be matched with a

single detector. Note that the time of crash is recorded by

road administrators after the crash occurrence. In reality, it

does not correspond to occurrence time exactly. For this

reason, data within small time before crashes should be

rejected to avoid mixing up crash-influencing and crash-

influenced data. Therefore, the latest data at least 5 min

before the recorded time are accepted after the exclusion of

invalid data and the data within lane and section-closure

intervals in advance.

3.1.2 Geometric features

Design consistency is the conformance of geometry of a

highway with driver expectancy, and its importance and

significant contribution to road safety is justified by

understanding the driver–vehicle–roadway interaction [13]

that may vary at individual locations in nature. In this

regard, geometric variation in the upstream of crash loca-

tion is proposed to reflect the effect of geometry on cra-

shes. Considering the length of detector coverage area, the

following variables in 500 m distance are extracted [12].
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Table 1 Geometric statistics of facility types

Facility type No. of segments Total length (km)

Basic segment 38 56.6

Merge segment 28 20.9

Diverge segment 35 25.2

Sharp curve 9 2.5
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(1) Variation in road elevation h between the crash

location and its 500 m upstream, and the maximum ele-

vation difference H in this 500 m distance (Fig. 4).

(2) Horizontal displacement S. Radius is impossible to

describe a section composed of various curves. On the

other hand, centrifugal force is also associated with the

horizontal displacement s in the direction of tangent to the

curve j (Fig. 5). In such case, S in the 500 m distance (Rsj)

is adopted and calculated by the following equations.

hj ¼
Lj

Rj

ð0 [ ; hj� p=2Þ; ð1Þ

sj ¼ Rjð1� cos hjÞ; ð2Þ

where j is the ID of curve. Rj, hj, Lj, and sj correspond to the

radius, central angle, arc length, and horizontal displace-

ment of curve j, respectively.

(3) Index of centrifugal force ICF. Speed v always has a

square relation with centrifugal force. This study designs

ICF (ICF = Sv2) to reflect the combined effect of speed

v and horizontal displacement S, while it is not centrifugal

force.

(4) Index of space displacement ISD. ISD (ISD = SH) is

used to reveal the comprehensive geometric features

induced by horizontal and vertical variation in this study.

The geometric data above are collected every 0.1 km as

crash is recorded in a unit of 0.1 km. Besides, these data

are also extracted at the location of detector that is the

common link between crash and detector data. Table 2

summarizes the process of data collection.

3.1.3 Ambient conditions

Common, prevailing, and uncontrolled environment and

weather conditions are defined as ambient conditions. They

are (1) ambient light classified into daytime and nighttime,

which are the period from sunrise to sunset and from sunset

to sunrise, respectively; (2) sunny, cloudy, and rainy

weather conditions at the time of crash; (3) dry and wet

pavement conditions at the location of crash; and, (4) day

type on crash days including holiday and weekday. Here,

holiday includes all weekends, and all national and tradi-

tional holidays like the Golden Week in May and the Obon

Week in August in Japan.

3.1.4 Data matching

The related detector data, geometric features, and ambient

conditions for individual crashes are matched as exempli-

fied in Table 3. The crashes matching with invalid detector

data and within lane and cross-section closure intervals are

excluded in advance. As a result, a total of 1,591 crashes

remain for the following analysis.
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upstream
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Fig. 4 Variation in road elevation
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Table 2 Example of geometric variations collection

Route

no.

Direction* Kilopost** h (m) H (m) S (m) ISD

(m2)

1 SB 0.0 -4.63 5.49 0.78 4.30

1 SB 0.1 -7.90 8.49 3.91 33.2

1 SB 0.2 -10.6 11.5 6.08 69.9

1 SB 0.21 -11.5 11.8 8.88 104.7

1 SB 0.3 -15.3 15.3 9.60 146.9

1 SB – – – – –

1 SB 6.4 10.2 10.9 5.15 56.1

*SB South-bound

** 0.21: the Kilopost of detector #0101
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3.2 Classification of traffic conditions

Congested flow, characterized by traffic oscillation, has

different features from uncongested flow. It is necessary to

make a distinction between two traffic regimes. Figure 6

shows the traffic volume–speed diagram at Horita on-ramp

junction, one typical bottleneck in NEX. The speed of

60 km/h, corresponding to maximal flow is defined as the

critical speed vc that is used for classifying un- and con-

gested flows [2, 14]. Besides, the corresponding value at

another bottleneck (Takatsuji on-ramp junction) is also

found out around 60 km/h.

The value of 60 km/h would be regarded as the related

index at basic and diverge segments, since no bottleneck can

be virtually found at both segments in NEX. At sharp curve, a

threshold speed of 45 km/h is selected in general for clas-

sifying two traffic regimes based on traffic flow-speed dia-

gram at Tsurumai curve (Fig. 7). The value is further

checked at other sharp curves, and it is found out to be reli-

able for classifying un- and congested flows basically.

To reflect the variation in traffic characteristics, each

traffic regime is further sub-classified. It is evident that

speed has a high variance at low flow rates (see Figs. 6 and

7). Besides, occupancy is not a commonly used index.

Thus, traffic density k calculated by Eq. (3) is proposed to

be the measure of effectiveness to further classify the

traffic conditions. In view of the number of crash samples

available, the aggregation intervals of k are set as 10 and

30 veh/km for un- and congested flows, respectively.

kei ¼
12� qi

vi

; ð3Þ

where qi and vi denote traffic flow and average speed in

5 min # i, respectively. kei corresponds to the calculated

traffic density in this 5 min.

3.3 Calculation of crash rate (CR)

CR for traffic condition n can be calculated by the fol-

lowing equation:

CRn ¼
NOCn � 106

P
QnlLl

; ð4Þ

where n and l are the ID of traffic condition and coverage

area, respectively; NOCn is the number of crashes for

traffic condition n. QnlLl is the value of vehicle kilometers

traveled (VKMT) in detector coverage area l for traffic

condition n.

Table 3 Examples of data matching for individual crashes

Crash

ID

Traffic characteristics Geometric features Ambient conditions

q (veh/

5 min)

v (km/h) MR DR Facility

typea
h (m) H (m) ICF

(km3/h2)

ISD

(m2)

LA
b

(m)

LD
b

(m)

Light Weather Pavement Day type

1 139 88.7 – – B 1.5 1.5 0 0 – – Day Sunny Dry Holiday

2 96 95.0 – 0.02 D 0.5 1.3 302 45 – 220 Day Sunny Dry Weekday

3 29 80.3 – – S 10.3 12.7 126 249 – – Night Cloudy Wet Holiday

4 154 82.9 0.07 – M 1.5 1.5 0 0 200 – Day Cloudy Dry Weekday

B, M, D, and S basic, merge, and diverge segments, and sharp curve, respectively, LA length of acceleration lane at merge segment, LD length of

deceleration lane at diverge segment
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3.4 Principal component analysis (PCA)

PCA is a powerful tool for reducing a large number of

observed variables into a small number of artificial vari-

ables that account for most of the variance in the dataset

[15]. In general, through orthogonal transformation, a set of

observations of possibly correlated variables can be con-

verted into a set of values of linearly uncorrelated vari-

ables. Those converted values are defined as principal

components. Technically, a principal component can be

regarded to be a linear combination of optimally weighted

observed variables [15]. As a result, the components are

ranked in the order of accounting amount of total variance

in the observed variables. Then, two criteria are generally

available to select the number of component extracted: (1)

80 % rule, the extracted components should be capable to

explain at least 80 % of the variance in the original dataset.

(2) Eigen value rule, only components whose eigen values

are over 1.0 can be retained.

4 Crash rate estimation models

In the following, the differences of crash characteristics by

facility type are investigated by comparing CR models

based on traffic conditions.

4.1 Uncongested flow

Figure 8 gives the CR tendency following traffic density

k by facility type in uncongested flow. It is evident that

sharp curve has a special characteristic compared to other

segments. Its CR is the highest among four facility types at

low-density stages. Then, the value follows a decreasing

tendency to k. In contrast, the CR at other segments

increases as k increases. Such phenomenon may be related

to the design of small radius for sharp curve. Such geo-

metric design can result in high centrifugal force that can

act on the vehicle and tries to push it to the outside of the

curve. Furthermore, higher speed may result in higher

centrifugal force.

Regarding the differences at other segments, CR at

merge segment increases rapidly at high-density stages and

gets much higher compared to basic and diverge segments.

The results of paired t-test at the three facility types in

Table 4 also reveal that CR at basic/diverge segments is

significantly lower than that at merge segment, while they

are not significantly different from each other between

basic and diverge segments. At merge segment, merging

maneuvers can result in slow-down and lane-changing

behaviors for mainline traffic. These interruptions may

increase the possibility of vehicle conflicts. Such possi-

bility can further increase with an increase in k.

Table 5 summarizes the CR regression models as

function of k as well as the goodness-of-fit of models at

four facility types. At sharp curve, the model is power

function while they are quadratic functions at other facility

types. All of the models and variables are significant at

95 % confidence level (not shown in Table 5). Regarding

quadratic models, CR at merge segment is most sensitive to

the increase in k, more than three times of CR increases as

that at basic and diverge segments by the increase in one

unit of k.

4.2 Congested flow

Figure 9 describes the differences of CR distribution to

k by facility type in congested flow. It appears that CR

follows increasing tendencies to k at four facility types. In

contrast to other segments, sharp curve still has the highest

CR in congested flow while no statistical regression model

is developed at this facility type due to the limited crash

samples. Since the differences of CR tendency at other

segments are not clear in Fig. 9, a paired t-test is conducted

as shown in Table 6. The results indicate that there is no

112 

97 

36 32 31 

11 

55 

72 

21 
28 

48 

28 

81 
73 

22 
14 

8 6 

228 

123 

64 

42 
30 26 

0 

5 

10 

15 

20 

25 

30 

0 

50 

100 

150 

200 

250 

300 

5 15 25 35 45 55 

C
ra

sh
 ra

te
 (c

ra
sh

/1
06 V

K
M

T)

N
um

be
r o

f 
cr

as
he

s

Traffic density (veh/km)

NOC at basic segment
NOC at merge segment
NOC at diverge segment
NOC at sharp curve
CR at basic segment
CR at merge segment
CR at diverge segment
CR at sharp curve

Fig. 8 CR comparison in uncongested flow

Table 4 T-test of CR in uncongested flow

Paired t-Value df Sig.

Pair 1: basic and merge segments -2.781 5 0.019

Pair 2: basic and diverge segments -1.070 5 0.310

Pair 3: merge and diverge segments 2.320 5 0.043
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significant difference of CR at basic, merge, and diverge

segments. Such finding may imply that the effect of facility

type on crashes is reduced in congested flow. For this

reason, CR model is developed by combining the three

facility types in order to increase the number of crash

samples for reliability. As demonstrated in Table 7, an

exponential function is adopted and it fits well to the

combined CR tendency. The model and its variables are

also significant at 95 % confidence level, while the results

are not shown in Table 7.

5 Effects of influencing factors

The analyses above reveal that CR characteristics are

different by facility type, which may be related to the

different geometric designs and traffic characteristics.

However, CR analysis is insufficient to examine a variety

of factors by a single model. Instead, PCA is applied and

the affecting mechanisms of individual factors are further

investigated.

5.1 Introduction of variables

Table 8 explains individual variables combining with its

type and some summary statistics. In nature, traffic flow

diagram is two-dimensional, and k and v are used together

to describe traffic conditions. As for geometric features, h,

ICF, and ISD are picked out to reflect the vertical, hori-

zontal, and comprehensive geometric variations, respec-

tively. Dummy variables are referred to incorporate

ambient conditions into PCA. A dummy variable usually

takes 0 and 1. In this case, weather conditions (over 2

categories) are replaced by pavement conditions (only 2

categories), since two conditions are usually highly related

to each other.

At merge and diverge segments, ramp traffic is a sig-

nificant influencing factor on crashes [16]. This study

employs ramp flow ratio to illustrate the interaction

between ramp and mainline traffic. Merging ratio (MR) or

diverging ratio (DR) is defined as the proportion of on- or

off-ramp traffic out of the sum of ramp and mainline traffic,

respectively. Meanwhile, the length of acceleration lane LA

or the length of deceleration lane LD is adopted to reveal

the space available provided for merging or diverging

maneuvers, respectively.

Table 5 CR regression models in uncongested flow

Facility type Sample size Modela

B 319 crashes CR = 6.81 9 10-4k2-3.23 9 10-2k ? 0.541, R2 = 0.998, k(CRmin) = 24

M 25 l crashes CR = 2.55 9 10-3k2-9.29 9 10-2k ? 1.01, R2 = 0.983, k(CRmin) = 20

D 204 crashes CR = 5.68 9 10-4k2-3.34 9 10-2k ? 0.747 R2 = 0.849 k(CRmin) = 28

S 513 crashes CR = 132.2k-0.983, R2 = 0.992

a k (CRminimal): traffic density corresponding to the minimal CR
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Table 6 T-test of CR in congested flow

Paired t-Value df Sig.

Pair 1: basic and merge segments -2.448 4 0.092

Pair 2: basic and diverge segments -0.153 4 0.888

Pair 3: merge and diverge segments 0.325 4 0.767

Table 7 CR regression model in congested flow

Facility type Sample size Model

B ? M ? D 513 crashes CR = 4.87 9 10-1e0.0155k R2 = 0.924
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5.2 PCA among various facility types

In essence, PCA rotates data by using a linear transfor-

mation. Consequently, only the monotonic loadings of

factors can be reflected by this approach. For this reason,

uncongested flow is further classified into low-and high-

density conditions at approximately 25 veh/km in view of

the value of k (CRmin) as shown in Fig. 10, since there are

different monotonicities of CR model in two conditions. As

a result, three traffic conditions are analyzed, i.e., low- and

high-density uncongested flow as well as congested flow.

5.2.1 Low-density uncongested flow

Table 9 demonstrates PCA results at basic segment in low-

density uncongested flow. In terms of the rules introduced

in Sect. 3.4, four components are selected and all of the

factors can explain at least 80 % of variance in the original

dataset in terms of the value of cumulative percent.

In low-density uncongested flow, crashes at basic seg-

ment are found to be significantly associated with geo-

metric variation (ICF and ISD), traffic density along with

ambient light, speed coupled with pavement, and vertical

variation h. Geometric variation is the 1st component, as

great variation may result in frequent speed reduction.

Accordingly, the difficulty for drivers to control vehicle

behaviors increases. At low traffic density k, driver’s

attention is not high, and some discretionary behaviors may

be operated. Such condition combining with the poor

ambient light is possible to increase crash risk. Meanwhile,

due to the reduced value of tire-pavement friction, high

speed v combining with wet pavement can reduce the

roadability. In such cases, k and v are two separate com-

ponents, which can further demonstrate that both variables

are not highly interrelated at low flow rate. In addition,

vertical variation h has a positive loading because of the

increased visibility restriction and the difficulty in main-

taining vehicle behaviors for drivers.

Principal components at other segments are analyzed as

shown in Table 10. The variables that are significantly

related to each component are selected based on their

loadings. For judging the relative significance of the same

component by facility type, the percent of variance

explained by each component is provided as well.

One difference at merge segment from basic segment is

that MR combining with the length of acceleration lane LA

becomes a principal component. Meanwhile, day type is

found to be significant. In terms of the percent of variance

accounted by components, the significance of geometric

variation gets lower in contrast to basic segment. Merging

traffic is an important influencing factor, since it can induce

interruption to mainline traffic. Such interruption may get

stronger as MR increases. Besides, higher LA can provide

more space for ramp and mainline traffic to adjust for

Table 8 Introduction of individual variables

Variables Statisticsa Description

Max. Min.

k 238 0 Traffic density (veh/km)

v 141.0 4.7 Average speed (km/h)

MR 0.78 0.00 Merging ratio

DR 0.60 0.00 Diverging ratio

ICF 1997 0.1 Index of centrifugal force (km3/h2)

h 14.8 0.1 Vertical variation (m)

ISD 1112.7 0.0 Index of space displacement (m2)

LA 250 100 Length of acceleration lane (m)

LD 432 100 Length of deceleration lane (m)

Pave f(1) = 27.7 % Equal to 1 if wet pavement, 0 otherwise

Light f(1) = 27.1 % Equal to 1 if nighttime, 0 otherwise

Day f(1) = 29.4 % Equal to 1 if holiday, 0 otherwise

f frequency
a Max./Min.: maximal and minimal values, respectively

Congested flow

Uncongested flow

Low-density High-density

vc

0
Traffic volume (q)
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ee
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Fig. 10 Classification of traffic conditions

Table 9 PCA results at basic segments

Variables Component

1st 2nd 3rd 4th

ke -0.194 -0.852 -0.119 0.103

v 0.285 0.182 0.798 -0.086

ICF 0.953 0.005 0.053 -0.122

ISD 0.959 0.011 -0.044 0.090

h 0.119 0.149 0.228 0.973

Pave 0.294 0.214 0.783 -0.095

Day 0.139 0.093 0.190 -0.468

Light -0.164 0.838 -0.130 0.143

Initial Eigenvalue 2.12 1.54 1.37 1.12

Percent of variance 30.3 20.2 18.2 15.1

Cumulative Percent 30.3 50.5 68.7 83.8

The variables highly related to each component are in bold
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merging behaviors. Regarding the influence of day type on

crashes, it may be related to the different vehicle compo-

sitions and driver populations between holiday and week-

day, while such influence needs a further study to

investigate vehicle behaviors at merge segment. As for

geometric variation, on ramps in NEX are virtually allo-

cated far from poor alignment like small curve. Thus, it is

considered reliable that the significance of geometric var-

iation affecting crashes is lower at merger segment com-

pared to basic segment.

At diverge segment, the most significant difference from

basic and merge segments is that the DR and the vertical

variation h are related to the 1st component. Higher DR can

significantly interrupt mainline traffic since it is necessary

to pass through several lanes to move onto the deceleration

lane for driving vehicles. Furthermore, higher h can make

lane-changing maneuvers more difficult.

Generally, sharp curve has much worse design consis-

tency compared to other segments. Crashes at sharp curve

are found to be associated with poor vertical consistency

(ISD and h), high horizontal variation ICF along with speed

v, low traffic density k in nighttime, wet pavement, and

holiday. In NEX, sharp curve is often designed to connect

routes with different elevations. Thus, the vertical consis-

tency is fairly poor. Smaller radius along with high v may

cause notable centrifugal force. The affecting mechanisms

of other component are similar to these at basic, merge, and

diverge segments.

5.2.2 High-density uncongested flow

As traffic density increases, the inter-vehicle interaction

gets more intensive. The corresponding results of PCA in

high-density uncongested flow are summarized in

Table 11. All of the components are of statistical

significance.

In the case of high-density uncongested flow, it is dis-

tinct that traffic-related variables including k and v become

an independent component, as a reflection of the increased

interaction of vehicles. Furthermore, in terms of the value

of loading, high density not low density is adverse to

safety. The finding can further support the results of CR

models: CR is decreasing to k in low-density uncongested

flow, while it is increasing in high-density uncongested

flow.

With respect to the differences by facility type, at merge

segment, MR gets to be a factor related to the 1st com-

ponent due to the increased interruption of ramp traffic

with the increase of traffic density. During the variation in

traffic conditions, the significance of DR becomes lower

than geometric variation at diverge segment. However, in

high-density uncongested flow, LD is more important in

contrast to low-density uncongested flow. Once a driver

feels the difficulty for lane-changing maneuvers in

diverging area, they may move onto the nearest lane to off-

ramp in advance in the upstream of diverging area. As a

result, the impact of lane-changing maneuvers on mainline

traffic gets relatively low. In a sharp curve, crashes are still

found to be probable with a decrease in k, which is similar

to the tendency of CR model.

5.2.3 Congested flow

With the further increase of traffic density, congested flow

appears. In the same way, Table 12 summarizes the results

of PCA by facility type in congested flow.

Table 10 PCA results in low-density uncongested flow

Facility type (number of crash) Item Principal component

1st 2nd 3rd 4th 5th

F L F L F L F L F L

Basic segment (225) Component ICF 0.953 k -0.852 v 0.798 h 0.973

ISD 0.959 Light 0.838 Pave 0.783

Percent of variance 30.3 20.2 18.2 15.1

Merge segment (140) Component ICF 0.867 k -0.841 MR 0.808 v 0.721 Day 0.874

ISD 0.901 Light 0.869 LA 0.747 Pave 0.742

Percent of variance 20.1 18.8 15.4 13.9 11.9

Diverge segment (167) Component DR 0.807 ICF 0.948 k -0.807 v 0.892 LD 0.797

h 0.845 ISD 0.746 Light 0.860 Pave 0.848

Percent of variance 18.9 17.6 16.2 15.3 13.3

Sharp curve (319) Component ISD 0.854 ICF 0.948 k -0.820 Pave 0.929 Day 0.981

h 0.978 v 0.753 Light 0.794

Percent of variance 23.7 17.5 16.4 13.6 12.7

F factor, L loading
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Table 12 demonstrates that the effect of traffic flow on

crashes get more important in congested flow, compared to

that in uncongested flow. Except merge segment, the sig-

nificance of traffic flow affecting crashes is the highest.

Based on the percent of variance, the influence of geo-

metric design is further decreasing.

Regarding the differences by facility type, crashes at

merge segment are found to be positively associated with

smaller LA, not higher LA. For congested flow, smaller LA

may increase the difficulty of adequate speed adjustment

for merging and lane-changing maneuvers. Besides, based

on the loading of day type, weekday not holiday is a sig-

nificant factor. It is likely related to higher percentage of

heavy vehicles on weekday that may induce more frequent

shockwave in congested flow. At diverge segment, as

similar to merge segment, weekday is also a significant

factor. Meanwhile, smaller LD not higher LD is adverse to

safety. At sharp curve, poor ambient light can significantly

restrict visibility, while visibility is critical for driving in

small inter-vehicle spacing. Thus, ambient light becomes

another important factor in congested flow compared to

high-density uncongested flow.

From the analyses above, geometric features are found

out to be the most significant influencing factor in uncon-

gested flow. In this sense, the different CR characteristics

by facility type in uncongested flow may be significantly

associated with the variation in geometry. Poor design

consistency induced by small radius is the potential cause

for the highest CR in sharp curve. Ramp traffic can inter-

rupt mainline traffic, and longer acceleration lane may

provide longer interruption area. Both features can increase

crash risk at merge segment. A lot of diverging traffic may

move onto the lane nearest to deceleration lane in advance

in the upstream of diverging area, since urban expressway

carries a lot of commuters and many drivers are familiar

with road structure. Hence, even if DR and LD are found

out as significant influencing factors, CR at diverge seg-

ment is not significantly higher than that at basic segment.

As traffic density increases, the effects of traffic-related

variables increase and get more significant than geometry

in congested flow. In this condition, once a breakdown

initiates at bottlenecks, it can propagate to upstream section

that may consists of several facility types, where traffic

conditions are not significantly different. As a result, the

difference of CR characteristics at basic, merge, and

diverge segments is not significant. However, due to the

heavily restricted visibility induced by the special geo-

metric design, sharp curve still has higher CR than other

facility types.

6 Conclusions and future work

This paper identified the different CR characteristics by

facility type of Nagoya Urban Expressway. In uncongested

flow, CR at basic, merge, and diverge segments appears

convex downward to traffic density. In contrast, the value

at sharp curve follows a decreasing tendency. In congested

flow, CR at four facility types increases as traffic density

increases. In both un- and congested flows, sharp curve has

the worst safety performance in view of its highest CR

among the four facility types. As for other segments, merge

Table 11 PCA results in high-density uncongested flow

Facility type (number of crash) Item Principal component

1st 2nd 3rd 4th 5th

F L F L F L F L F L

Basic segment (94) Component ICF 0.983 k 0.858 Day 0.776 h 0.925

ISD 0.974 v -0.885 Light 0.781

Percent of variance 28.9 21.8 17.1 14.4

Merge segment (112) Component MR 0.818 k 0.936 LA 0.842 Day 0.810 Pave 0.963

ICF 0.923 v -0.899 Light 0.713

ISD 0.960

Percent of variance 28.3 18.0 13.5 12.3 10.4

Diverge segment (37) Component ICF 0.970 DR 0.904 k 0.793 h 0.733 Pave 0.913

ISD 0.977 LD 0.772 v -0.704

Percent of variance 21.8 19.8 16.8 13.7 13.5

Sharp curve (122) Component ICF 0.723 k -0.901 Pave 0.901 Day 0.869

ISD 0.962 v 0.872

h 0.908

Percent of variance 33.2 21.9 15.3 13.9
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segment has higher CR compared to the basic and diverge

segments in uncongested flow. Comparatively, CR at three

facility types is not significantly different in congested

flow.

The causes of the differences were further investigated

by focusing on traffic conditions and considering the

interaction of geometry, traffic flow, and ambient condi-

tions. Generally, geometric features are the most significant

factors in uncongested flow. With the increase of traffic

density, the effects of traffic-related variables increase and

become most significant in congested flow. For ramp

traffic, the significance of MR affecting crashes is on the

rise as mainline flow increases. In contrast, the significance

of DR gets decreasing. In addition, higher LA and LD are

adverse to safety for uncongested flow, while smaller LA

and LD are adverse for congested flow. Crashes at sharp

curve are highly associated with the after effects of its

special geometric design, such as large centrifugal force

and heavy restricted visibility.

The potential benefits of integrating these findings in

safer geometric design and traffic control are numerous.

The analysis can provide a basis for geometric audit for

safety regarding design consistency. Meanwhile, based on

the estimated CR models, road administrators can easily

image the safety performance with the variation of traffic

conditions at a given facility type. Furthermore, PCA

results may help prioritize countermeasures and further

estimate the safety performance of an adopted

countermeasure.

For more accurate analysis of crash characteristics, data

in smaller time window, e.g., 1 min even 30 s, are highly

recommended to improve the reliability of statistics, since

crash occurrence is significantly associated with the short-

term turbulence of traffic flow [1]. Furthermore, it is better

to examine the effect of inter-lane interaction on crashes if

the lane-based data is available. In this study, ramp traffic

is found out to play a significant role for safety at merge

and diverge segments. Thus, a microscopic analysis on

driver behavior is needed. In essence, PCA is a qualitative

analysis and the results are insufficient for applying spe-

cific countermeasures for a given case. Future studies are

expected to acquire the quantitative effects of various

influencing factors on crashes.
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A modification of local path marginal cost on the dynamic traffic
network

Zheng-feng Huang • Gang Ren • Li-li Lu •

Yang Cheng

Abstract Path marginal cost (PMC) is the change in total

travel cost for flow on the network that arises when time-

dependent path flow changes by 1 unit. Because it is hard

to obtain the marginal cost on all the links, the local PMC,

considering marginal cost of partial links, is normally

calculated to approximate the global PMC. When analyz-

ing the marginal cost at a congested diverge intersection, a

jump-point phenomenon may occur. It manifests as a

likelihood that a vehicle may unsteadily lift up (down) in

the cumulative flow curve of the downstream links. Pre-

viously, the jump-point caused delay was ignored when

calculating the local PMC. This article proposes an ana-

lytical method to solve this delay which can contribute to

obtaining a more accurate local PMC. Next to that, we use

a simple case to calculate the previously local PMC and the

modified one. The test shows a large gap between them,

which means that this delay should not be omitted in the

local PMC calculation.

Keywords Transportation network � Path marginal cost �
Cumulative flow curve � Dynamic traffic � System

optimization

List of symbols

Qt
a The capacity of cell a at time interval t

Nt
a The maximum number of vehicles that can be

presented in cell a at time interval t

nt
a The vehicle occupancy of cell a at time interval t

St
a The sending flow from cell a at time interval t

Rt
a The receiving flow to cell a at time interval t

yt
a; b The transmission flow from cell a to b at time

interval t

yt
a The outflow from cell a at time interval t, expressed

as yt
a ¼

P
b2Iþa

yt
a;b

bt
a

The vehicle occupancy heading for branch cell

a from upstream adjacent diverge cell divided by all

the vehicle occupancy in this upstream diverge cell

at time interval t

I�a The upstream cell set of cell a

Iþa The downstream cell set of cell a

1 Introduction

Path marginal cost (PMC) is the change in total travel cost

for flow on the network that arises when time-dependent

path flow changes by 1 unit. In the fields of transport

economy and intelligent transportation, PMC has remained

the normally computed value for finding the congestion toll

[1, 2] or the system-optimal dynamic traffic [3, 4]. How-

ever, until now, no method can calculate the marginal cost

on all the links after the perturbation of unit vehicle. So

generally, different types of local PMC are used to
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approximate the global PMC. Based on cumulative flow

curve, Ghali et al. [5] provided a sound analytical formu-

lation for marginal cost on each link along the path where

new vehicle was added. These link marginal costs were

summed up as a local PMC. However, the link interactions

were not considered. Shen et al. [6] proposed a perturbation

propagation time method to modify the marginal cost,

where the interaction of sequential links was considered.

More recently, Qian et al. [7] stated that link interactions on

congested diverge links may present a jump-point feature.

However, they have not provided an approach to take the

jump-point caused delay into the local PMC. Aforemen-

tioned definition of PMC can be clearly presented in Fig. 1.

We take Fig. 1 to explain jump-point phenomenon. It is

the fluctuation of cumulative vehicles caused by vehicle

sequence at link 1 and the rounding calculation procedure

for diverging flows. Jump-point phenomenon is related to

the dynamic traffic loading method. Generally, simulation

methods are selected to load dynamic traffic, because the

actual travel time, which is needed to calculate local PMC,

can be obtained by traffic simulation. Among them, the cell

transmission model (CTM) proposed by Daganzo [8] is

relatively an accurate dynamic traffic simulation method,

because not only physical queue but also the feature of

traffic shockwave is considered. When employing this

method to calculate the transmission flow at diverge inter-

section, a rounding operation is implemented to guarantee

the integer formality for flow. If the upstream diverge link is

congested, the rounding operation combined with vehicle

sequence information could make the delayed vehicle at

each time interval not always head for the same downstream

branch link as the additional vehicle move toward. For

instance, suppose a new vehicle is inserted at the congested

upstream cell (a presentation of link segment) at time

interval t, and the vehicle heading for another downstream

branch cell (not the same as the direction of the additional

vehicle) is delayed by unit time interval after the rounding

calculation for transmission flow. Then, this delay makes

the cumulative flow curves in the branch cells lift up (or

down) by unit vehicle at time interval t. This phenomenon

of jumping up and down may continue until the vanishment

of upstream bottleneck. Qian et al. [7] names it as a jump-

point phenomenon. In their sense, it seems difficult to

identify each jump point at the branch cells. Thus, they

ignore the jump-point caused delay in the calculation of

local PMC. However, it may lead to problems of stability

with the application like iterative system-optimal dynamic

traffic assignment methods that incorporate calculation of

local PMC, such as the method of successive average.

This article provides a modified local PMC for diverge

cells. Specifically, calculate its key component, which is

the delay generated by jump point. In the first section,

CTM at diverge cell is reviewed. In the second section, the

calculation of local PMC considering jump-point phe-

nomenon is given. In the third section, using a simple

diverge network, we compare the results of the previously

local PMC and our modified one.

2 Review of CTM for diverge cells

Let the length of each time interval be identical and equal

to the free-flow time on each link at diverge intersection.

Then, the links in Fig. 2a can be converted to a cell net-

work including three diverge cells in Fig. 2b. Although

only two branch links are shown here for convenience, the

analysis of more than two branch links is similar.

Because sending and receiving flow, transmission flow,

and vehicle occupancy are key variables in the simulation

process, we review their formulae at time interval t in

advance.

When the backward wave propagation speed is assumed

to be the free-flow speed, the formulae for receiving and

sending flows of cell a can be described by

St
a ¼ min Qt

a; n
t
a

� �
;

Rt
a ¼ min Qt

a;N
t
a � nt

a

� �
;

ð1Þ

where nt
a can be obtained from the traffic simulation iter-

ation of previous time interval t - 1.

The transmission flow formula for flow from cell a to

cell b is denoted by

yt
a ¼ min St

a;min Rt
b

�
bt

b b 2 Iþa
��� �� �

;

yt
a;b ¼ bt

b � yt
a; 8b 2 Iþa ;

ð2Þ

If bt
b is equal to zero, the corresponding term inside the

brace should be deleted.

1
3

5
4

2

Link
Position for jump-point phenomenon

1->2 Route for additional vehicle

LEGEND

DEFINITION

NETWORK

• Global PMC: Cost influence happens at all the links
• Local PMC at Ghali et al  (1995) and Shen et al  (2006): Cost influence 

happens at link 1 and 2
• Local PMC at Qian et al (2012) and this article: Cost influence happens at 

link 1, 2 and 3

Fig. 1 Case chart for the definition of PMC

i
j

k
i

j

k

(a) links (b) cells

Fig. 2 Presentation of diverge cells converted from links
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Equation (3) is used to update the vehicle occupancy of

cell i:

ntþ1
a ¼ nt

a þ
X

b2I�a
yt

b;a � yt
a: ð3Þ

Note that transmission flow in Eq. (2) should be rounded

during each time interval to ensure that the flow and

vehicle occupancies are integers.

3 Calculation of local PMC

We use the example network shown in Fig. 2 to analyze the

local PMC caused by additional vehicle through cell i and

j. The local PMC is defined to consist of two types of

additional cost. One is unmodified marginal cost, which is

equal to the previously local PMC that puts the jump-point

phenomenon aside; the other is J-P cost, which is specifi-

cally used to describe the jump-point caused delay. Qian

et al. [7] introduced these two parts. We borrow their theory

in the follows. A modification is that the J-P cost trend when

uncongested downstream cell is different from their ana-

lysis. Finally, we provide the method to attain the J-P cost.

3.1 Unmodified marginal cost

We depict unmodified cost according to three types of

traffic condition: (1) cell i is uncongested; (2) cell i is

congested, and cell j is uncongested; (3) cell i and cell j are

congested.

If the first type occurs, the insertion of additional vehicle

at cell i will not cause extra delay to its following vehicles.

Therefore, the unmodified cost generated for the vehicles at

the diverge cells is identical to the travel time of the

additional vehicle, which is equal to the free-flow time

passing through cell i and j.

If the second type occurs, it means that flow perturbation

only occurs at cell i not j. We depict the unmodified cost

generated at cell i here (shown in Fig. 3a). At the beginning

of flow-perturbation time interval (the arrival time of

additional vehicle), the cumulative arrival flow of cell i lifts

up by 1 unit. Until the queue-vanishing time interval ti
C,

can the following vehicles not be influenced by the flow

perturbation anymore. Therefore, only those vehicles that

arrive among the time range [s, ti
C] are delayed by the flow

perturbation. Each vehicle is delayed by l, which is the

inverse of traffic capacity (or discharging rate) at cell i. In

terms of the whole delayed vehicles M2 - M1, the total

delay time will be ti
D - ti

B. Another component of the

unmodified cost is the travel time spent by the added

vehicle, which is equal to ti
B - s. Therefore, summing

them up can obtain the unmodified cost in cell i, which is

equal to ti
D - s.

If the third type occurs (shown in Fig. 3a, b), the flow

propagation process should be considered. It is required

that all the diverge cells should be taken as a whole to

calculate the unmodified cost which possesses two com-

ponents. The first component is the travel time of addi-

tional vehicle through cell i and j, which is equal to tj
B - s.

The second component is the delay for the vehicles

M4 - M3 (Note that M4 - M3 is part of M2 - M1 in Fig. 3

although the vertical coordinate intervals may be different

for convenience) and M5 - M4, which is equal to tj
D - tj

B.

In other word, we can take cells i and j as a single virtual

cell to obtain the unmodified cost which is equal to tj
D - s.

Therefore, there is a hidden assumption that no vehicle

toward cell k is influenced by the additional vehicle.

However, the vehicle sequence information combined with

the rounding calculation in the dynamic traffic simulation

may make some vehicles toward cell k be delayed, which is

a jump-point phenomenon explained in the subsequent

subsection.

3.2 J-P cost

The jump-point phenomenon may occur when cell i is

congested. However, the analysis processes for the second

and third types are the same; thus, we would only show the

analysis for simplicity.

In the first place, we should explain the jump-point

phenomenon graphically. When an additional vehicle is

added to cell i, we should compute Eq. (2) after each time

interval to obtain the number of vehicles in the queue of

cell i heading for each branch cell. After rounding the

number to the nearest integer, we may discover a changed

outflow. For instance, it is possible that for a specific time

horizon tA; tA0
� �

of the period following time interval s, the

arrival rate of cell j may lift up (down) by 1 unit, whereas a

corresponding decrease (increase) may occur in cell

k (shown in Fig. 3). These time horizons are named jump

points.

Subsequently, show jump-point phenomenon from the

analytical explanation. Suppose that the number of vehicles

in queue on cell i heading for cell j during time interval t is

denoted as xi
t
,j. So the traffic ratio bj

t is expressed by

bt
j ¼ xt

i;j

.
xt

i;j þ xt
i;k

� 	
: ð4Þ

As a special case of Eq. (2), transmission flow is

expressed as

yt
i;j ¼ yt

i � xt
i;j

.
xt

i;j þ xt
i;k

� 	
;

yt
i;k ¼ yt

i � xt
i;k

.
xt

i;j þ xt
i;k

� 	
:

ð5Þ

Suppose that a vehicle at cell i heading for cell j is

postponed for unit time interval at time interval t - 1 when
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compared to its previously simulated position. Then, the

delayed vehicle will be added to the next time interval. The

transmission flow at time interval t can be expressed:

yt 0
i;j ¼ yt

i � xt
i;j þ 1

� 	.
xt

i;j þ xt
i;k þ 1

� 	
;

yt 0
i;k ¼ yt

i � xt
i;k

.
xt

i;j þ xt
i;k þ 1

� 	
:

ð6Þ

Numerically, we round the transmission flow to the

nearest integer. In the rounding operation, although some

abnormal transmission flow may not make the equation

yt
i;j0 þ yt

i;k0 ¼ yt
i be satisfied, we can avoid this shortcoming

by adjusting rounding rule. To describe the jump-point

phenomenon clearly, we do not discuss this rounding rule

here. If the cumulative flow of cell j or k at time interval

t - 1 is the same with the previously simulated results, but

the cumulative flow at time interval t after calculating

Eq. (6) is different to the corresponding simulated results, it

is indicated that the jump point is generated at time interval

t. The lifted-down vehicle is postponed to the next time

interval t ? 1 and be added to the vehicle occupancy of

that time. The above jump point can keep the ‘‘jumping’’

shape if the following transmission flow is unchanged

compared to the previously simulated transmission flow at

time interval t ? 1. Totally, there could be multiple jump

points, which depend on the demands from both paths

queued on cell i.

We use Fig. 3b, c, d to explain different types of J-P

cost. Regarding cell j, the unit flow is assumed to be lifted

up at time horizon tA; tA0
� �

, so its J-P cost should be added

by tA0 � tA. This added part can be explained in other word:

a vehicle joins in the queue line of cell j with unit time

interval ahead of original time interval, whereas its outflow

time is unchanged. Regarding cell k, a reduction of one

inflow vehicle in the corresponding time horizon is

assumed. If cell k is congested, the J-P cost would be

decreased by tA0 � tA, whose explanation is similar to the

former one. If cell k is not a bottleneck, the J-P cost would

be increased by tA0 � tA. The reason is that there is an

assumption that the free-flow travel time at cell k cannot be

shortened. Therefore, when the vehicles travel through the

uncongested cell k with a free-flow travel time, the time

interval of outflow will be changed to the same step size

with the one of inflow. This could lead to the increase of

J-P cost. Undoubtedly, unit time interval would be saved if

one inflow vehicle is increased to uncongested cell k during

certain time interval. It is noted that the delay modification

to uncongested cell k here differs from Qian et al. [7]’s

argument which deemed it unchanged.

To obtain the J-P cost during congested time horizon [ti
B,

ti
D], we should prepare the merging queue rule in the

upstream intersections in priority. It can obtain the vehicle

sequence information or rank the position of each vehicle

in the upstream diverge cell, which can help to determine

the ratio of the vehicle occupancy from different routes.

Assuming that the merging queue rule is given, we can use

an analytical method to estimate the J-P cost at the diverge
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intersection. In the first place, we define two variables. The

assignment of these variables and the subsequent J-P cost

calculation are described below.

3.2.1 Congestion level variable

Assume that ht
a represents the congestion level of cell a(Va2

Ii
?) at time interval t; 1 signifies bottleneck and -1 signifies

no bottleneck. The ‘‘no bottleneck’’ also accords to the free-

flow speed state in the CTM. Flow profile with respect to

density is a trapezoidal pattern, which guarantees that no

bottleneck occurs at most of the low occupancy states.

3.2.2 Perturbation variable

Assume that perturbation variable dt
a represents a change in

the aspect of cumulative vehicles for cell a(Va 2 Ii
?) at time

interval t. The assigned number 1 (0 or -1) represents 1

vehicle exceeding (no change compared to or 1 vehicle less

than) the previously simulated cumulative vehicles. Next,

we acquire the perturbation variable time interval by time

interval using the information including the perturbation

variable and the postponed vehicle at previous time interval

and the postponed vehicle at current time interval.

First define ct
a to describe the relation between path and

cell a, and initialize this variable and dt
a with 0 for different

time intervals and cells; then perform the following steps to

assign dt
a beginning from the time interval ti

B:

Step 1 Add the previous perturbation variable dt - 1
a to

the current perturbation variable dt
a, if t is larger

than ti
B;

Step 2 Identify the route of the new entering vehicle at

cell i of the current time interval, which is

postponed from the previous time interval or just

the additional vehicle we added for the PMC

calculation; and assign ct
a with 1 if this vehicle is

heading for cell a;

Step 3 Round the outflow of cell i; based on the vehicle

sequence in the queue, identify the upcoming

postponed vehicle compared to the previously

simulated vehicle occupancy; update ct
a with

ct
a = ct

a - 1, if the delayed vehicle is heading

for cell a;

Step 4 da
t ¼ da

t þ ca
t ;

Step 5 let t = t ? 1 and perform sequential steps 1–4; it

will not be completed until the time is out of range

[ti
B, ti

D].

3.2.3 Formula for J-P cost

We use
P

t2 tB
i
;tD

i½ �
P

a2Iþ
i

ha
t � da

t to calculate the J-P cost.

To test the validation of our formula for J-P cost, we will

do a comparison here. We list the most probable six cases of

cell condition in the first row of Table 1, where different

traffic conditions and vehicle variations compared to previ-

ously simulated cumulative vehicles are given. The param-

eters of our method in accord with them can be shown in the

middle rows of Table 1. The trend of J-P cost can be known

directly from the cell condition and listed at the last line.

Fortunately, their corresponding trend of J-P cost is the same

to the one by our analytical formula. Thus, it indicates that

our calculation method can attain the accurate J-P cost.

4 Case study I

We give a case (shown in Fig. 2) to describe the distinct

difference between the previous and modified PMC.

Because the jump-point phenomenon may occur only when

cell i is congested, whatever the state of downstream cell

Table 1 List of conditions and parameters and J-P cost for downstream cell a time interval

Condition of

cell a 2 Iþif g
Uncongested and

vehicle added

Uncongested and

vehicle erased

Uncongested and

vehicle unchanged

Congested and

vehicle added

Congested and

vehicle erased

Congested and

vehicle unchanged

ht
a -1 -1 -1 1 1 1

dt
a 1 -1 0 1 -1 0

Trend of J-P

cost

-1 1 0 1 -1 0

Table 2 Comparison of inflow at downstream cells

Time interval T T ? 1 T ? 2 T ? 3 T ? 4 T ? 5

Inflow at cell j not consider jump point 3 4 4 4 3 0

Inflow at cell k not consider jump point 3 2 2 2 1 0

Inflow at cell j consider jump point 4 4 4 4 2 0

Inflow at cell k consider jump point 2 2 2 2 2 0
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j and k. We select the condition that cell j is congested and

k is uncongested as an example for clearly explanation.

Other conditions are listed as follows.

• The unit time interval is set equal to 3 s;

• The capacity at cell i is set to be six vehicles per time

interval;

• The receiving flow of cell j and the maximal vehicle

occupancy of cell i are assumed to be large enough to

let yi
t = Si

t = 6 be possible;

• The vehicle occupancies toward different diverge cells

at cell i at T are xi
T

,j = 5 and xi
T

,k = 4;

• The input flow at cell i toward cell j and k before T ? 3

is always equal to 4 and 2 per time interval separately;

then the input flow at cell i is stopped at T ? 3 and the

following time intervals;

• Assume that the arrival time interval of additional

vehicle at cell i is T - 2, and use T to replace its

departure time interval ti
B.

If the jump-point phenomenon is ignored, the previously

simulated inflows at cell j and k still work. The only dif-

ference is that a vehicle is added to the inflow of cell

j when the bottleneck is vanished. We can use Eq. (7) to

obtain the inflow from T to T ? 5 at cell j and k, which are

shown in the second and third rows of Table 2.

yt
i;j ¼ St

i � xt
i;j

.
xt

i;j þ xt
i;k

� 	
: ð7Þ

Because cell j is congested, we let the travel time of

arrival vehicle among the time interval from T to T ? 5 be

equal to 2 units. The shape of their flow arrival curves can
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Fig. 4 Cumulative flow curve when cell i is congested
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be shown in Fig. 4 (green line). In this case, T ? 7 accords

to the time interval tj
Dof Fig. 4b. So, the previous PMC (or

unmodified cost) is equal to nine, which is the subtract

result of T ? 7 and T - 2.

If we consider the jump point, the vehicle occupancy

would be xi
T

,j = 6 and xi
T

,k = 4. After rounding calculation,

the inflow is shown in the fourth and fifth rows of Table. 2.

The changed curve is depicted with blue line in Fig. 4. It is

obviously that the J-P cost is equal to eight. So, the mod-

ified PMC is 17. The J-P cost accounts for 47 % of the

modified PMC, which should not be ignored.

5 Case study II

To illustrate the feasibility of applying the method in larger

network Fig. 5, we use the following cell network to cal-

culate the system-optimum dynamic traffic assignment

(SO-DTA) by using method of successive averages that

embed least PMC searching. Qian et al. [7] demonstrated

the feasibility of using this method to solve SO-DTA

problem.

Varied cells make up for the network. The origin and

destination and approaching cells have the same length

with basic cell; the length of other cells equals six basic

cells. We assume all the vehicles depart origins cells

toward the same destination. The assigned occupancies

changing with the time are shown in Fig. 6. No spillback

occurs in the cells, indicating that the SO-DTA is

reasonable.

6 Conclusions

The J-P cost caused by jump-point phenomenon is con-

sidered in the calculation of local PMC. An analytical

method for solving J-P cost is proposed. This treatment

contributes to obtaining a more accurate local PMC. In the

first place, based on the historical data and vehicle

sequence information, we figure out congestion state and

perturbations valuables at each time interval; then, sum-

ming up all the products of these two valuables during the

whole time intervals can obtain the J-P cost. A comparison

of the J-P cost under different cell conditions shows the

correctness of our method. A case study shows that the J-P

cost may make up a high proportion of local PMC, which

should not be ignored.

The application of the modified local PMC in the con-

gestion charging is beyond our study scope. But, it can be

realized in theory. For two parallel routes between an OD

pair, the actual route costs rather than marginal ones are

equal under UE assumption. Theoretically, we can charge

toll for the link in the larger PMC route to transfer con-

gested flow to achieve SO network flows as managers

desire to see. Congestion toll case with this method in a

small network has been tested by Qian et al. [9]. In prac-

tice, other newly developed congestion toll related tech-

niques such as tradable credits, flat toll, and tactical waiting

[10, 11] are more effective, because the ideally time-

varying fine toll is hard to solve. However, the comparison

of PMC in different routes can still serve as a measurement

method for these practical charging types.
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